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The nature and significance of large-scale coherent structures in turblent shear flows are
addressed. A definition for the coherent structure is proposed and its implications discussed. The
characteristic coherent structure properties are identified and the analytical and experimental
constraints in the eduction of coherent structures are examined. Following a few comments on
coherent motions in wall layers, the accumulated knowledge from a number of recent and
ongoing coherent structure investigations in excited and unexcited free shear flows in the anthor’s
laboratory is reviewed. Also briefly addressed are effects of initial conditions, the role of coherent
structures in jet noise production and broadband noise amplification, the feedback effect of
coherent structures, the use of the Taylor hypothesis in coherent structure description, negative
production, turbulence suppression via excitation, validity of the Reynolds number similarity
hypothesis, etc. From the detailed quantitative results, a picture of the state of the art in coherent
structure studies emerges. While coherent structures are highly interesting characteristic features
of (perhaps all) turbulent shear flows, it is argued that their dynamical significance has been
overemphasized. These are predominant only in their early stages of formation following
instability, or in resonant situations and excited flows, or in regions adjacent to a wall of a
turbulent boundary layer. The coherent Reynolds stress, vorticity, and production are
comparable to (and not an order of magnitude larger than) the time-average Reynolds stress,
vorticity, and production, respectively, in fully developed states of turbulent shear flows, where
incoherent turbulence is also important and cannot be ignored. The concept and importance of
coherent structures are here to stay; understanding and modeling of turbulent shear flows will be

incomplete without them; but they are not all that matter in turbulent shear flows.

1. INTRODUCTION

The significance of turbulence in most natural and tech-
nological flows as well as its inherent complexity cannot be
overemphasized. Despite dedicated efforts of many able
scientists over the decades, turbulence continues to persist as
one of the least understood arenas of the natural sciences.
New ideas and interpretations are highly desirable, but also
must be carefully examined. Such a scrutiny risks the possi-
bility of discouraging progress, but has the potential of sav-
ing unfruitful digressions and wasted efforts. While the *‘rise
and fall of ideas” is not new to turbulence, there is continu-
ing, albeit slow and sporadic, progress in our understanding
of turbulent shear flows.'?

Turbulence research has experienced two revolutions in
the past decade. The first, rather profound, is the discovery
of large-scale coherent structures. The second is the integra-
tion of the digital computer as an active (even interactive)
component of the turbulence research arsenal.

A. Computer as a research tool

Today computer-controlled experimental research in
turbulence is more the rule than the exception. Apart from
the obvious advantage of being able to rapidly process high-
frequency signals and large volumes of data, computers have
facilitated automated and accurate sensor calibration and

*This paper was presented 22 November 1981 at a special session of the
annual meeting of the Division of Fluid Dynamics of the American Phys-
ical Society in Monterey, California honoring the memory of L. S. G.
Kovasznay.
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traverse, experiment control, and data acquisition; measure-
ment of phase-average properties; precise use of event-de-
pendent criteria like conditional sampling to capture ran-
dom events and their spatial features; simultaneous
recording of multivariable data and use of multiple criteria
for signal enhancement, pattern recognition, structure educ-
tion, and classification; etc. The computer has not only im-
proved signal processing and data accuracy but also has re-
duced operator interference. [In free shear flow experiments
(for example, jets), data acquisition under remote computer
control has eliminated errors introduced by the physical
presence of the operator.] In many sophisticated experi-
ments, the computer has enabled the researcher to relegate
to it reliable executions of tedious or complex chores. The
computer thus has encouraged the experimentalist to ex-
plore subtle but important features of turbulence which
would otherwise have been prohibitive or even impossible.
In parallel with its on-line usage as a versatile laborato-
ry instrument, the computer has also been used extensively
in numerical solutions of the partial differential equations
governing turbulent flows. The solution of the time-depen-
dent Navier-Stokes equation in three dimensions is thus an
aspect of the second revolution. The computation of the
time-dependent solutions and their graphic presentations
have advanced to such a level of sophistication and perfec-
tion that the computer-generated “flow-visualization” mov-
ies amazingly mimic laboratory flow-visualization movies
and even provoke many researchers to fantasize that labora-
tory experiments would no longer be necessary. In many
ways, the computed realizations appear attractive: the com-
puted results can be *“visualized” in any arbitrary plane with-

© 1983 American Institute of Physics 2816

Downloaded 20 May 2008 to 128.178.144.79. Redistribution subject to AIP license or copyright; see http://pof.aip.org/pof/copyright.jsp



out repeating the experiment; the crispness of fluid markers
can be retained even in highly turbulent situations; any sta-
tistics can be ‘“measured” from computed solutions; etc.
This way, the researcher can be relieved of many of the innu-
merable constraints of laboratory research.

The requirements regarding the size and speed of the
computer in numerical experimentation far exceed those
(typically minicomputers) used in laboratory experimenta-
tion. It is not likely that computers will be large and fast
enough in the foreseeable future to allow computation of
high-Reynolds-number flow details with a resolution equal
to the Kolmogoroff scale. Consequently, some form of sub-
grid modeling is unavoidable, and empirical input will con-
tinue to be important. Carefully controlled experimental
data will continue to be needed for both directing the devel-
opment of and validating numerical simulations.

B. Coherent structures

The discovery of large-scale coherent structures has en-
gendered new excitement in turbulence research. The pre-
dominant notion of turbulent flow until recently was that of
a (mostly) fine-grained vortical fluid in a state of total chaos.
The first revolution has fostered the expectation that turbu-
lent shear flows consist of quasideterministic structures—
obviously randomly distributed in space and time—which
are all that matter (in turbulent transport and noise produc-
tion), and that transport and entrainment are mostly induc-
tion-driven rather than due to gradient diffusion. Of course,
true entrainment (i.e., acquisition of random, three-dimen-
sional vorticity by ambient nonvortical fluid in constant den-
sity flows) must be via molecular diffusion.

The discovery of large-scale quasideterministic struc-
tures, in flows which were hitherto considered much more
chaotic,> is quite exciting because the time evolution of a
realization of deterministic structures might be mathemat-
ically tractable. In this sense, it is tempting to represent tur-
bulence as traveling vorticity waves because there is some
evidence that most turbulent shear flows act as wave-
guides.®’ In spite of the attractiveness of this approach from
the viewpoint of simplicity of mathematical representation,
limited efforts in this direction'®"'? did not generate any sig-
nificant enthusiasm. On a statistical basis, a turbulent shear
flow can of course be viewed as a superposition of traveling
waves.®” However, the propagation distance and the charac-
teristic time scales (of the decaying wave modes) are too
small for this representation to be useful. The phenomenon
being inherently nonlinear, the mathematics becomes quite
intimidating when nonlinear wave interactions are consid-
ered (see Ref. 13 for a recent review). There have been some
efforts to predict growth of disturbances in fully developed
turbulent shear flows via linear or quasilinear theories. How-
ever, while predictions showing agreement with experimen-
tal data (say, some lower-order quantities like intensity) are
impressive, it is difficult to understand how a linear theory
can be expected to predict highly nonlinear behavior, espe-
cially in free turbulent shear flows.'*~'” A linear instability of
the time-mean profile'®'” should have little to do with the
evolution of a disturbance in the flow. Such a study might be
relevant if the turbulence could be viewed as truly fine-
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grained, with time scales considerably smaller than that of
the instability wave. However, such an instability study is
questionable especially when the turbulent shear flow itself
consists of highly organized spatially discrete strong coher-
ent structures whose time scale is comparable to that of the
instability wave.

C. Flow visualization

In parallel with the two revolutions mentioned earlier, a
laboratory experimental technique that has found wide-
spread use is flow visualization, which has significantly en-
hanced the understanding of turbulent shear flows. Even
though flow visualization was in fashion in the early devel-
opments of viscous fluid mechanics, the advent of economic
and simple (constant-temperature) hot-wire anemomenters
saw diminished use of flow visualization owing to economy
of effort and increased emphasis on quantitative data. How-
ever, it was indeed flow visualization which brought about
the first revolution®™ as well as contributed greatly to the
second revolution. Flow visualization, which appears to
have found a rebirth, is beginning to become an integral part
of coherent structure investigation. It can be extremely help-
ful in not only obtaining a clear perception of the nature of
the flow®>'®?® but also in planning sophisticated experi-
ments”*~° and directing as well as calibrating numerical ex-
periments on the computer.’’*¢ Still another facet of flow
visualization, namely image processing,***"*° is an integral
part of both the revolutions.

Flow visualization typically provides more information
than one can instantaneously interpret. Unfortunately, the
description of coherent structures is too qualitative when
based on flow visualization but is extremely restrictive when
based on quantitative (say, hot-wire or LDA) data. The in-
herent constraints of the two approaches can be summarized
as: “flow visualization presents excessive information but
very little hard data, and anemometer data give some hard
data but very limited flow physics.” Consequently, efforts
should be made to pursue in parallel both flow-visualization
and quantitative data in coherent structure investigations.>°
(Note that image processing is a happy blending of both of
these approaches and promises to be a highly powerful re-
search tool of the future.) The success of both approaches,
however, depends on some kind of conditional sampling di-
rected by the imagination (hence the prejudice) of the experi-
menter. Here lies the dilemma: prejudices, which are essen-
tial for the success of a coherent structure study, can also
become liabilities as these can easily mislead one; one can
usually see in flow visualization what one wants to see just as
one can find different structures in the same signal. To quote
Lumley:>' “one can find in statistical data irrelevant struc-
tures with high probability,... they are formed by chance
Juxtaposition of other, relevant structures and have no sig-
nificance.”

A caution is in order regarding flow visualization.
Smoke or dye boundaries in regions sufficiently far from the
points of introduction cannot be trusted as reliable boundar-
ies of coherent structures, because marked fluid may not be
the coherent vorticity-bearing fluid. For example, the peri-
odic smoke lumps in the far wake of a cylinder due to smoke
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introduced at the cylinder may have little to do with vortical
structures. (As an aside, note that streaklines more closely
resemble constant vorticity lines with increasing values of
the Reynolds number, the two lines being identical for invis-
cid flow.3?)

The profound impact of the coherent structure ap-
proach should be evident from the fact that it is being pur-
sued by essentially every turbulence researcher in one form
or another. However, whether this newfound excitement is a
passing fad fueled by overzealous researchers (perhaps with
vested investments in this topic) needs a careful scrutiny.
This paper is a limited effort to provoke such an inquiry.

Il. WHAT ARE COHERENT STRUCTURES?

In spite of widespread contemporary interest in these
structures, there is very little agreement on what is meant by
*“coherent structures.” Furthermore, it appears unlikely that
different researchers would agree upon a particular defini-
tion. However, this author feels that it is necessary to state
what is meant by coherent structures before these structures
or their dynamic significance can be discussed.

A. Definition

A coherent structure is a connected, large-scale turbu-
lent fluid mass with a phase-correlated vorticity over its spa-
tial extent. That is, underlying the three-dimensional ran-
dom vorticity fluctuations characterizing turbulence, there
is an organized component of the vorticity which is phase
correlated (i.e., coherent) over the extent of the structure.
{Let us call this spatially phase-correlated vorticity the co-
herent vorticity.) The largest spatial extent over which there
is coherent vorticity denotes the extent of the coherent struc-
ture. Thus, turbulence consists of coherent and phase-ran-
dom (i.e., incoherent) motions; the latter is superimposed on
the former and typically extends beyond the boundary of a
coherent structure.

Since a coherent structure can be embedded in a turbu-
lent ambient, turbulence intermittency (defined on the basis
of instantaneous vorticity fluctuations), in general, cannot be
used to identify the boundary of a coherent structure. Inter-
mittency will be useless in educing coherent structures in a
turbulent pipe or channel flow. The best way to characterize
the boundary of the structure is by the boundary of coherent
vorticity. A number of other properties can be associated
with the coherent structure (this will be discussed later). But
none can identify the structure as precisely as the coherent
vorticity.

Many researchers have attempted to infer coherent
structure on the basis of correlation of linear momenta or
pressure. This is not a rigorous or even acceptable approach.
Imagine an irrotational fluid blob somehow “inserted” in a
turbulent medium. The pressure or velocity fluctuations
over the extent of the blob will be fairly well correlated even
though the flow within the blob is neither turbulent nor even
vortical. Correlation of velocity or pressure fluctuations ex-
tends beyond the boundary of a structure. The limitation of
the correlation of linear momenta should be apparent in si-
tuations when there are net displacements of the flow region.
For example, the flapping of a jet or a wake, which can be
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caused by ambient disturbances external to the flow, can
produce large velocity or pressure correlations across the
flow width even though no coherent structure is necessarily
involved.

Implicit in the definition of the coherent structure is
that its size is comparable to the transverse extent of the
shear flow (identified by the presence of random vorticity).
The motion at the Kolmogoroff scale is highly correlated as
the Reynolds number at this scale is always unity, and signif-
icant variations in vorticity or velocity cannot occur within
this scale. By coherent structure we do not mean structures
at this scale but those which are large scale, even when this
qualifier is not used. Thus, vortex rings, rolls, spirals, etc.,
are coherent structures. However, coherent motions at
scales considerably smaller than the local characteristic flow
length scale can occur. Examples include hairpin vortices,
typical eddies, pockets, streaks, etc; these should perhaps be
called coherent substructures. Coherent structures can con-
sist of substructures. For example: the prototype turbulent
spot is a packet of A vortices; the Brown-Thomas structure
1s quite likely to be the envelope of a large number of hairpin
vortices; puffs, slugs, and patches appear to consist of a com-
plex set of constituent substructures, etc.

B. Brief history of coherent structures

The presence of large-scale organized motions in turbu-
lent shear flows, though apparent for a long time and implied
by the mixing length hypothesis,>® was suggested first by
Townsend> and investigated in detail by Grant® and oth-
ers.”®*” The presence of organized motions in fully turbulent
shear flows was apparent in the correlation data in jets by
Corrsin’® and turbulent wake data of Roshko.’® It is worth
noting that some of the prototype coherent structures were
observed a long time back. For example, puffs in the transi-
tional pipe flow were observed and emphasized by Reynolds
in 1883 and extensively investigated during the fifties by
Lindgren® and Rotta.*' [The production mechanism in an
equilibrium puff has been recently explained by Bandyopad-
hyay and Hussain (private communication).] The boundary
layer “spot” was discovered by Emmons®? in 1951 and inves-
tigated soon thereafter by others®*~*%; the periodic ring vorti-
ces in turbulent Couette flow were discovered by Pai in
1938.7% Near-field coherent structures in jets and wakes were
obvious long ago in virtually every flow-visualization picture
{(see Refs. 66 and 67, for example). The flow-visualization
study of Kline ez a/.* was perhaps the first to recognize the
presence and significance of quasideterministic and quasi-
periodic coherent structures in a fully developed turbulent
shear flow. Quite independently, and perhaps some time ear-
lier, Hama pioneered the hydrogen bubble technique of flow
visualization of the sublayer and observed the streamwise
streaky structure {see Refs. 68 and 69), which received wide-
spread attention through the persistent campaigns of Kline
over the following decade. Again, parallel analytical efforts
of Bakewell and Lumely,”® via a proper orthogonal decom-
position of the space-time correlation data, suggested coun-
terrotating vortices adjacent to the wall; quantitative data by
Gupta et al.”! with a rake of hot wires provided further de-
tails of the sublayer motion.
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The presence of coherent structures in jets were implicit
in the studies of Bradshaw et al.”> and Mollo-Christensen’?
and strongly suggested by Crow and Champagne*; however,
it was not until the dramatic pictures of Brown and Roshko®
in the mixing layer that the predominant presence of the
coherent structures was recognized. It is not difficult now to
discover coherent structures in many flow-visualization pic-
tures in a variety of turbulent shear flows taken decades ago.
Many researchers feel that “responsible workers have al-
ways described turbulence as having short and long-range
order and structure” (Lumley, private communication), and
that the large-scale coherent structures were discovered ex-
perimentally and emphasized long before the 1970’s of
Brown-Roshko-Winant-Browand.>> However, there
should be no question about the significance of studies re-
ported in Refs. 3-5 in bringing out the ubiquitous presence
and role of coherent structures in turbulent shear flows.

C. Further characteristics

A coherent structure is responsible for (large-scale)
transports of significant mass, heat, and momentum without
necessarily being highly energetic itself. That is, a coherent
structure is characterized by high levels of coherent vorti-
city, coherent Reynolds stress, coherent production, and co-
herent heat and mass transports, but not necessarily a high
level of kinetic energy (most of the turbulent kinetic energy
will then be associated with incoherent turbulence). This
does not necessarily mean that the total time-mean Reynolds
stress and production are always primarily due to coherent
structures. As we shall see, incoherent turbulence can also
become comparably significant, especially in fully developed
flows.

Coherent structures are spatially mutually exclusive,
i.e., they cannot spatially overlap; each structure has its inde-
pendent domain and boundary. Perhaps because of this non-
superposition character, all coherent structure interactions
are inherently nonlinear. Their interactions involve tearing
and pairing (complete, partial, and fractional);**’*7* interac-
tions result in new structures.

Two coherent structures can be under the influence of
each other through induction in the sense of the Biot—Savart
effect, but until the direct interaction (pairing or tearing)
commences, this has no significant effect on the structure
details.

A coherent structure may occur solo (say, the helical
vortex) or adjacent to other similar structures (say, rolls,
rings, etc.). In the latter case, the adjacent structures may be
connected via “braids” which are regions of low vorticity
and contain “saddles” (more discussion later). In all cases,
the location of peak coherent vorticity denotes the structure
“center.”

Michalke’? suggests the alternative, classical definition
in terms of the coherence function C of the random variable
/- It is clear that a coherent volume can be identified for each
selected threshold value of C. Use of the coherence function
of a velocity component or pressure for identification of a
structure boundary is unacceptable on the basis discussed
earlier. (Of course, a lot of useful information has been de-
rived via pressure measurements.”® %) Use of vorticity fluc-
tuations to measure C also suffers from the constraint that a
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weak coherent component embedded in a large-amplitude
incoherent field can hardly be detected. Michalke also con-
tends that the structure defined by coherent vorticity is
merely the skeleton, and the external pressure and velocity
fields are “the body surrounding the skeleton.” This author
disagrees on the grounds indicated earlier.

Bradshaw’® objects to the author’s suggestion that co-
herent structures can have significant Reynolds stress with-
out having significant kinetic energy on the basis that uv
<( #? v*)'? must be satisfied globally as well as spectrally.
Consider u = u, 4- u,v = v, + v,, where subscripts ¢ and r
denote coherent and random, respectively. The suggestion
that u,v, ~ uv while satisfying u’ + v>< 1 + 0° is pos-
sible because u,v, will be considerably smaller than
(12 v2)'% sothat uo<( u® v)"? is satisfied globally as well
as spectrally. Needless to say, uv.<( u’ v2)">.

If we view an eddy as an orthogonal eigenmode of the
flow,"*! then a coherent structure is not an eddy. Eddies
coexist in spatial superposition, a small eddy extracting ener-
gy from a larger one by being strained by the latter and the
energy cascade occurring via vortex stretching. Eddies can
coexist in a state of equilibrium of energy fluxes: energy be-
ing supplied by the mean flow mostly at the larger scales but
removed via dissipation at the smallest scales. On the other
hand, there is no corresponding equilibrium state of energy
exchange between coherent structures. (There are, however,
many scales in the incoherent turbulence, and cascade is per-
haps still an acceptable concept for eddies within the inco-
herent turbulence.) Any interactions between coherent
structures results in a merger into newer structures via com-
plete, partial, and fractional pairings or division via tearing.
These interactions are all short lived, rather than symbiotic.

Consistent with our definition of a coherent structure
being associated with a turbulent fluid mass, a coherent
structure is not a wave. Thus, advection of a coherent struc-
ture should not be confused with the propagation of a wave.

Lumley®' is correct in pointing out that proper orthogo-
nal decomposition of a turbulent flow field does not require
spatial superposition. However, spatial superposition of ed-
dies is essential to the cascade concept.

Yule®? suggests that coherent structures (i) are repeti-
tive, (ii) have survival distances much larger than the struc-
ture size, and (iii) contribute significantly to the kinetic ener-
gy. On the basis of extensive observations, this author feels
that at least the last two conditions are both unnecessary and
unrealistic in general. The frequency of occurrence depends,
of course, on the type of flow and region of each flow.

It is not clear whether coherent structures could be
formed periodically in the absence of periodic disturbances.
Since it is virtually impossible to produce a disturbance-free
flow, a rigorous test is not realistic. Periodic structures can
form under feedback if the flow is obstructed with solid
boundaries, as in the cases of edgetone, jet tone, ring tone,
hole tone, or plate tone phenomena.**~** In the absence of an
obstruction, it is not clear if new structures can be formed via
upstream feedback of older structures (Sec. VIIF). While
structures could occur periodically in isolated packets, these
packets occur randomly.®%%
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The structure mass obviously does not remain un-
changed in time. (In special cases of coherent structures in
bounded flows like equilibrium puffs, slugs, and patches in
pipes and channels and also Taylor cells and spiral turbu-
lence in circular Couette flows, the coherent structure size
can be invariant with time; of course, there are continual
strong entrainment and detrainment across boundaries.} In
general, the structure typically increases in volume due to
diffusion of vorticity, and its peak vorticity decreases; how-
ever, this kind of entrainment due to “nibbling” at the struc-
ture boundary is not likely to be the dominant mode of en-
trainment. It is now commonly believed that most entrain-
ment first occurs via the “engulfment” or trapping of irrota-
tional fluid. That is, irrotational fluid is “drawn in” by the
Biot—Savart effect of a vortical structure and stretched into
relatively thin sheets between turbulent fluid folds, before
fine-scale vorticity is imparted (efficiently) via molecular dif-
fusion.

Iil. FORMATION OF COHERENT STRUCTURES

A coherent structure originates from instability of some
kind. While the most common kinds are the Kelvin-Helm-
holtz instability of free shear layers (mixing layers, jets,
wakes) and Tollmien—Schlichting and Gortler instabilities of
wall layers, essentially every kind of instability (of either la-
minar or turbulent basic states) is potentially capable of gen-
erating coherent structures. There are, of course, special
cases of coherent structure formation like puffs, slugs, and
patches®®*”% in pipe and channel flows and spiral turbu-
lence in circular Couette flow.'™~'"* Perhaps the simplest
example of coherent structures is the Taylor vortices (a result
of centrifugal instability) in the circular Couette flow. Be-
cause the structure size can be made to remain invariant with
time and because unlike those in shear flows (like jets and
wakes), these structures are stationary in the laboratory
frame, the Taylor vortices are extremely attractive for coher-
ent structure studies.”'™ Note that even though hydrody-
namic stability (for example, see Ref. 105) typically implies
that of a laminar flow, turbulent shear flows can also un-
dergo instability.'*'”'°*'7 Vortex formation from a turbu-
lent wake was demonstrated by Taneda.'® The instability
and rollup of an axisymmetric mixing layer originating from
a fully turbulent boundary layer was first reported by Clark
and Hussain.” For an initially fully turbulent p/ane mixing
layer, the formation, evolution, and the equilibrium state of
large-scale coherent structures have been documented by
Hussain and Zaman'®” (see Sec. VIIK).

The initial formation of coherent structures in a free
shear flow is a function of the initial condition, i.e., the state
of the flow at its initiation point.''>!"" Since the instability
and rollup of a shear layer into structures and the subsequent
evolutions and interactions must in some way depend on the
initial condition, careful documentation of the initial condi-
tion is very important, especially because the initial condi-
tion will vary from one apparatus to another. In most pre-
vious investigations, the initial condition was never
documented or even explored, presumably because either its
significance was not recognized or the flow was sufficiently
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downstream such that it was considered to be independent of
the initial condition.

A. Initial condition of a free shear layer

While the importance of the initial condition is now
well recognized, there is as yet no consensus on the measures
necessary to adequately identify the initial condition."'*'*
These measures may include the mean velocity profile and
its various characteristic thicknesses {like the boundary lay-
er, displacement, and momentum thicknesses) and the shape
factor, the probability density functions of velocity fluctu-
ations and their moments, the spectra of velocity fluctu-
ations, spectrum and moments of the Reynolds stress, etc. In
view of the sensor resolution problem, one has to be mostly
content with the measurement of the longitudinal velocity
only. However, care needs to be taken in these measurements
to eliminate the probe-induced shear-layer tone.*” The initial
condition appears to have received the maximum attention
in free shear flows. The effect of the initial condition is quite
likely to be important in the boundary layer also, especially
for the outer-layer large-scale structures.

For the sake of simplicity, the initial condition can be
divided into four groups: laminar, nominally laminar, highly
disturbed, and fully turbulent. The first and the last are the
two asymptotic limiting states desired but the second and
third cases are typically achieved, unless extreme care is tak-
en. In the first case, the profile is identical with the Blasius
profile and the rms longitudinal velocity fluctuation u” de-
creases monotonically from the free-stream value to zero at
the wall. In the nominally laminar case, the mean velocity
profile agrees with the Blasius profile but the fluctuation
level is comparatively high, typically reaching a peak value
(at y~5 *)significantly higher than the free-stream value (the
spectrum typically has a few dominant peaks but no signifi-
cant broadband pedestal). The origin of disturbances in the
nominally laminar case is not always clear, but the associat-
ed temporal variations of the laminar boundary layer thick-
ness & is primarily due to facility and laboratory acoustic
modes (discussed shortly}. The highly disturbed case has a
mean profile different from the Blasius profile and has
broadband velocity spectra. Typically it denotes a transi-
tional case in situations where transition could not be suc-
cessfully eliminated because of high speeds or surface rough-
ness or free-stream turbulence. It may also result from
incomplete transition by a poorly designed trip arrangement
or failure of the trip-separated boundary layer to reattach
and reach the equilibrium boundary layer state {typically
due to inadequate length downstream of the trip).

The last case represents a fully developed turbulent
boundary layer and is characterized by (i) a mean profile of
the proper shape and shape factor of about 1.4; logarithmic
and wake regions in the (u*, y*) coordinates with (ii) an
adequate extent of logarithmic region and (iii) a wake
strength appropriate for the value of Re,'*; (iv) a profile of
u'/U, with its peak value in the range 2.5 + 10%, (v) the
peak being located at y* =15'?* and (vi) " monotonically
decreasing to the free-stream value'**; and (vii) a broadband
continuous spectrum ¢, (f) of u(t ) with an inertial subrange.
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(In all studies in our laboratory involving a fully developed
turbulent initial condition, all these seven conditions have
been satisfied.) The fully turbulent case is easily obtained
with an appropriate trip placed sufficiently upstream of the
lip.

It is important to document the spectral content of the
velocity fluctuations in each case. In addition, the spectrum
and intensity of the free-stream turbulence at the initial state
must also be documented. The free-stream turbulence is not
normally the decaying turbulence from the upstream screens
but is typically caused by fan blade wake and rotating stall,
tunnel settling chamber cavity resonance, laboratory stand-
ing acoustic waves, feedback from downstream obstruc-
tions, shear-layer tone within and outside of the tunnel, etc.
Thus, most of the “free-stream turbulence” is acoustic dis-
turbances manifesting into a peak in #'(y) at y/8 *~1,'#
where & * is the displacement thickness. If any of these fre-
quencies falls within the unstable (receptivity) band of the
shear layer, the shear layer will be driven at this frequency.
Unless extreme care is taken, these free-stream disturbances
will be present and the flow can be “driven,” depending on
the frequencies and amplitudes of these modes. Thus, all free
shear flows may be considered to be indeed driven to some
extent. Clearly, controlled excitation is one way of introduc-
ing time-dependent variations of the initial condition. In
case of excitations, whose effects are felt primarily at the
separating point, both the frequencies and amplitudes of ex-
citation, 1.e., the excitation spectrum, must be documented.
If the amplitudes are large, the initial mean and turbulence
profiles must be documented in the presence of the excita-
tion,

It should be emphasized that the initial condition data
are measured at the end of a straight (zero pressure gradient)
length of a few hundred 6, following the contraction; €, is
the exit boundary layer momentum thickness. If an adequate
straight lip is not added following the contraction, the
boundary layer profile can deviate from the Blasius profile
even when laminar.

The choice of an appropriate trip is still in the state of
the art. Our experinence suggests that the optimum trip is a
strip with a linear array of teeth aligned spanwise (prepared
by cutting a series of notches) and projecting into the flow.
These teeth should have their width, spacing, height, length
(along flow) of about 1008, each and be placed at least
10006, upstream from the lip; 8, is the momentum thickness
of the exit boundary layer in the absence of the trip.

In a number of studies in our laboratory we addressed
the effects of the initial condition. It was found that evolu-
tions of all time-average measures, including the momentum
flux, of a plane jet were strong functions of the initial condi-
tion.'”* Because of the universal belief in momentum flux
invariance of a free jet, this result was initially extremely
puzzling. Even though complete explanation has not yet
been possible because of inherently large uncertainties in
pressure and hot-wire measurements in jets, the excess mo-
mentum flux can be attributed primarily to the negative
pressure in the jet supported by the transverse velocity fluc-
tuations and also to the pressure field induced by the entrain-
ment flow. The time-average measures of the axisymmetric
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mixing layer have been found to be a function of the initial
condition,''®'2° but not directly of the exit momentum
thickness Reynolds number Re,.'!! On the other hand, the
plane mixing layer has been found to achieve a state indepen-
dent of the initial condition.'** Controlled excitation can al-
ter the initial region of a plane mixing layer, but not the layer
sufficiently far downstream.'?” The near-field coherent
structure properties also show some dependence on the ini-
tial condition (discussed in Sec. VII).

B. Formation mechanism

To return to the formation mechanism, intial coherent
structures can result from the instability of initially laminar
or turbulent or intermediate states. A structure then under-
goes rapid evolutionary changes either via nonlinear interac-
tions with other structures or decay via turbulent diffusion
by incoherent turbulence. The rapid changes of structures as
well as their occurrence everywhere in x suggests some kind
of successive regeneration mechanism. Two obvious mecha-
nisms come to mind. After a structure has decayed, the tur-
bulent shear flow becomes susceptible to an instability deter-
mined by the instantaneous flow state, resulting in a new
coherent structure. This instability, presumably, on the
average, scales with the local average scale of the flow. The
second possibility is that the structures do not totally decay;
the distorted or subdivided structures find ways via mutual
interactions to recombine and reemerge (again, presumably,
scaling, on the average, with the local mean flow scale). Ei-
ther of these two would be consistent with the observation
that coherent structures can vary from one region to another
in the same flow (as in the near and far fields of jets and
wakes) or can be different in different flows. It seems that
both instabilities occur in a flow, the latter mechanism being
more likely; otherwise, there will be large regions of low peak
coherent vorticity in the flow.

Even though many researchers have suggested instabil-
ity to be that of the local mean profile, this author feels that
the instantaneous dynamics must control the instability. The
instantaneous profile in a turbulent shear flow seldom re-
sembles the time-mean profile, from which it departs wildly.
That is, a disturbance never sees the mean profile. Since in-
stability is sensitive to the details of the profile, it is hard to
understand how an instability analysis based on the mean
profile can explain coherent structure formation. The flow
being highly time-dependent, instability analysis of a siatic
mean profile'*"'” seems hardly relevant. Also, if instability of
the mean profile were the controlling factor, then a variety of
distinct modes {for example, m =0, + 1, + 2 modes in the
far field of a circular jet) could not form in the same flow In
flows where there is no driving freestream (as in jet far fields),
the regeneration mechanism is much harder to imagine than
in flows with a free stream (as in a mixing layer, a wake, or a
boundary layer).

IV. ANALYTICAL TREATMENT OF COHERENT
STRUCTURES

Even if the coherent structures in a turbulent shear flow
were identical, these would occur at random phases and
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their description must involve phase-dependent informa-
tion. Thus, similar to the time-average concept, an artifice
such as the phase average '*° needs to be introduced. This is
the ensemble average of any property at a particular age (i.c.,
phase) of the structure. That is,

1 X
flx.yzt)) = ,\lzlm v S filx,yiz t+ 1), (1a)

i=1

where 7 is the time corresponding to the reference phase (or
age) and ¢, denotes the random instants of occurrence of
successive structures of the selected phase. When these
structures occur at regular intervals (a situation that essen-
tially occurs in vortex shedding, in flow resonances like the
shear-layer tone and edge tone or when structures are in-
duced via controlled excitation), this definition reduces to
the periodic phase average

vmt»=yn%;ﬁﬁmz+wx (1b)

i=1
where T is the period of occurrence of the structure and ¢ is
the instant corresponding to the reference phase.

The phase average was first introduced'**'?’ to analyze
the behavior of a periodic traveling wave in a turbulent shear
flow. Similar mathematical formulation can be developed to
understand the dynamics of coherent structures and inco-
herent turbulence.

A. Triple decomposition

In the presence of coherent structures (considering one
mode at a time when a variety of coherent structures are
involved in the same flow), one may consider the instantan-
eous variable to consist of three components: the time-inde-
pendent component, the coherent component, and the inco-
herent turbulence. That is, for any instantaneous variable

fix, t),

flx,t)=Fx)+fix 1)+ £(x1) (2a)
where
f=F (H=F+/ (2b)

and fis the time average of fand (f) is the phase average of /.
Thus, at any given location, provided that the phase of the
structure is also known, the three fields can be determined.
The governing equations for the three components are dis-
cussed in the Appendix.

The energy fluxes between the three component fields
are schematically depicted in Fig. 1; see the Appendix for the
flux terms I, I, and III and the dissipation terms &, €., and
€,. Note that the relative widths of the paths are intended to
qualitatively represent the relative energy fluxes; the relative
widths will depend on the region of a flow and on the type of
the flow. The dissipation by the time-average and coherent
motion fields are expected to be much smaller than the inco-
herent turbulence dissipation ¢,; that is, € <€ <¢,. In the
early stages of formation of the coherent structures, the term
I is quite likely to be much larger than II, but in the fully
developed regions, these two become comparable (Sec. VII).

Note that even though the coherent and incoherent tur-

bulences are uncorrelated, i.e., /.g, = {f.g,) = 0, these two
are not independent. Coherent structures both produce and
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FIG. 1. Schematic of the energy fluxes between the mean, coherent, and
incoherent fields.

spatially organize incoherent turbulence. That is, the coher-
ent and incoherent turbulences are not totally uncoupled.
However, neglect of these two terms can be justified on the
basis of the differing time scales of the coherent and incoher-
ent motions; the incoherent turbulence is typically of a time
scale considerably smaller than that of the coherent struc-
tures.

The triple decomposition (2a) provides a formalism for
discussing the physics of coherent structures vis-a-vis the
time-mean flow and incoherent turbulence (see Refs. 29, 127,
and 128). However, this artifice is not free from constraints.
Implicit in this decomposition is the assumption that the
coherent structure is a perturbation of the time-mean flow.
But, the time-mean flow is the result of many such structures
and their interactions. In a region occupied by a structure,
the entire nonrandom motion is the coherent structure. In
that sense, the coherent structure is the flow and not a mere
perturbation.

B. Double decomposition

1t is then tempting to use the double decomposition,
introduced by Hussain,'*® so that the turbulent shear flow
consists of coherent and incoherent motions only, i.e.,

fx ) =[x, 1)+ fx, 7). (3)
The corresponding motions must be described in a coordi-
nate moving with a particle in the coherent flow field. The
governing equations with the double decomposition are dis-
cussed in the Appendix.

The double decomposition helps explain the interaction
between coherent and incoherent motions. However, it also
has the constraint that it cannot address the evolution of
coherent structures or extraction of energy by coherent
structures from the flow which drives the structures. Per-
haps a quasi-Lagrangian description of the coherent struc-
ture in a frame moving with the convection velocity of the
structure is a better approach. Here again, there are prob-
lems because the structure convection velocity has a large
dispersion in any flow. Thus, either a totally Lagrangian for-
mulation or a numerical solution of the Eulerian field seems
desirable.

C. Characterization of coherent structures

What are the characteristic properties of coherent
structures? The property identifying a coherent structure is
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the coherent vorticity £2,; = €;,du../Jx;. For a better per-
ception of the properties, these will be discussed in one plane
only (say, the x-y plane). Since coherent structures are two-
dimensional or axisymmetric in many flows, properties in
only one plane are required. The extension to three dimen-
sions is straightforward. Depending on whether double de-
composition or triple decomposition is used (see Appendix),
the same property may have different representations. The
properties that are relevant in coherent structure studies are
shown in Table I. Note that S and (S} represent twice the
strain rates. Note also that incoherent shear productions

— u,0,8/2,and — {u,v,)S /2 as well as incoherent nor-
mal productions — w29U /dx, — v?29V /Ay, — (u?)aU /
dx, and — (v?)3V /dy are also of interest.

The function () takes the form () = f}(u, — Up)dy*
in plane flows and {(¥) = f;r¥*(u, — U,)dr* in axisymmetric
flows, where U, is the structure convection velocity. This
function would correspond to the streamfunction if the
structures were steady and two dimensional; hence the name
“pseudostream function.” For further details see Ref. 29
which showed that contours of (¥) are helpful, even ade-
quate, for inferring structure convection velocity, particle
paths, and momentum transport. In certain measurement
situations, e.g., with a rake of sensors, (i) provides the sim-
plicity so that, in flows with two-dimensional structures, it
may be adequate to measure the streamwise component of
the velocity only.

Of course, on the basis of the definition of the coherent
structure, coherent vorticity is the most fundamental quanti-
ty. Except for situations of exactly periodic structures, deter-

TABLE I. Relevant properties in coherent structure studies.

mination of {2, contours involves the use of the Taylor hy-
pothesis in the phase-average flow field {see Sec. VIIM). The
next critical properties are coherent and incoherent Reyn-
olds stresses — u_v. and — (u,v,), these being the trans-
ports of momenta by coherent and incoherent motions. Con-
tours of these allow evaluation of how significant is the
momentum transport by coherent structures in comparison
with that by incoherent turbulence of the time-mean turbu-
lent momentum transport — uo. Contours of — u_ v, are
especially interesting to indicate relative amounts of cogra-
dient and countergradient coherent momentum transports.
The next significant properties are the contours of coherent
strain rates and coherent shear and normal productions.
Note that, unlike their time-average values, the coherent
normal and shear strain rates should be comparable. The
contours of incoherent turbulence and vorticity intensities
would indicate where in the structure cross section incoher-
ent turbulence is mostly concentrated as well as the direction
of their steep gradients. The incoherent vorticity intensities
are a much harder measurement and can be excluded in most
cases.

Note that the properties £2,, (S ), but not 9, or (¢, are
invariant under Galilean transformation. Thus, streamlines
or contours of &, or U, are not helpful in identifying the
coherent structure boundaries. (Note that it is a rare, but
fortunate, coincidence that contours of iz, closely agree with
the structure boundary in the case of the spot.'**'%2) The
contours of coherent vorticity being invariant under Gali-
lean transformation, they constitute the primary identifiers
of coherent structure boundary. When the structure is sur-
rounded by an irrotational flow, contours of coherent inter-

Double
decomposition

Triple
decomposition

Coherent vorticity £2, . /dx — du,./dy

3. /dx — 3, /dy

Coherent Reynolds stresses —{u,v.) —(@,b,)
Incoherent Reynolds stress — uu,, —(v,)

(time and phase averages)
Incoherent turbulence W2, (', (whH'?

intensities
Coherent strain rate
Time-average strain rate
Coherent structure shear
production
Coherent shear production
Coherent normal production
Coherent structure

(P)= —(u,v,)(8)/2
— (u?)(du, /dx),

normal production
Incoherent voriticity
intensity
Instantaneous vector
patterns
Instantaneous streamlines
Pseudostream function
Coherent intermittency

'7/( = (ucv U(‘)

dx/u. =dy/v,

(S)=23u./dy+ v, /dx

— (7). /3y)

(wi)l/z'

() =da,/dy + v, /dx
$=0U/dy+ 3V /dx
P.= —{a.5.)872

(P)=—(u,0,)(8)/2
— uI)da, /Ix),  — (ul)(dw,/dy)
— (@)U /3x), — (F)AV /dy)

(@)'?, ()

¢, ={#,,0D.)

dx/a, = dy/s,
(¥
{ro)
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mittency are also reliable boundaries of the structure.'*?

The measured spatial contours of these properties de-
note not only the structure shape, size, and strength, but also
indicate where in the cross section of the coherent structure
different quantities have their peaks or saddles, where inco-
herent turbulence or coherent vorticity is the maximum,
which way it is being transported or diffused, where turbu-
lence is produced, etc. These contours, therefore, not only
explain the mechanics of coherent structures but also help to
determine if these structures are dynamically dominant. For
a structure to be dominant, its peak vorticity, coherent
Reynolds stress, and production are expected to be consider-
ably larger (by an order of magnitude) than their time-mean
values.

In a flow with heat and mass transport, the instantan-
eous temperature & and species concentration s can be de-
composed as 8 =6, +6, =0+0, +6, and s=s, +35,
=73+ 5. + s5,. The properties of interest are shown in Table
IL

Also important are the different phase-averaged energy
flux terms over the spatial extent of the structure. These may
include the advection terms like u_(d/3x){u?),
v (0/3y)(u?), i1, (3/0x){(v?), and D.(d /dy){v?}; the incoher-
ent transport (of coherent Kkinetic energy) terms like
(@ /3p)u,(u,v,)) and (8/3y)(b.{u,v,)); turbulent heat and
mass transports (3/9x){02u, ), (3/3y)(02v,), (3/3x){s’v, ),
and (3/dy)(s’v,); and gradient production terms like
(6,u,)(30./3x), (s,u,)ds./dx), (6,v,){36./3dy), and (s,v,)
X (3s./dy), etc. Of special interest are the spatial distribu-
tions of phase-average incoherent dissipation terms like

TABLE II. Properties of interest for heat and mass transfer.

Double Triple
decomposition  decomposition
Transverse coherent heat (v.6.) (5,8,
transfer rate
Longitudinal coherent heat (u0.) (2,6,)
transfer rate
Transverse coherent mass {v.s.) (0.5.)
transfer rate
Longitudinal coherent (u,s.) (u.s.)
mass transfer rate
Transverse and longitudinal v,6,), {(uBb)
phase-average incoherent
heat transfer rates
Transverse and longitudinal (v,5,), (u,s)

phase-average incoherent

mass transfer rates
Incoherent temperature (82?2
fluctuation intensity

(5'3)”2

Incoherent concentration
fluctuation intensity
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Apart from revealing the roles of different zones of the co-
herent structures in dissipation, these dissipation terms will
also show the accuracy of the assumption of local isotropy.
However, because small-scale transverse gradients are not
easy to measure, most convenient measurements will be the
phase average of squares of longitudinal derivatives (i.e.,
({0 /x)*) terms) only. These would, of course, require the
use of the Taylor hypothesis.

The above-listed properties address flows with two-di-
mensional coherent structures. When the structures are
three dimensional, the other components of coherent vorti-
city, strain rate, production, etc. have to be considered. In
most flows of interest, the coherent structures appear to be
two dimensional®**'** even though this is not necessarily
well accepted.?! '35 1%7

D. Some topological features of coherent structures

It can be shown that the equation for coherent vorticity
L2, of a two-dimensional structure can be written as fol-
lows:'*

s 2 2

L=~ L)+ L ). )

Dt ox? o’
That is, the maximum rate of change of coherent vorticity
{2, occurs at the minimax of the {u,v, ) distribution. Consid-
er a coherent structure across a shear. The constant vorticity
contours are denoted schematically in Fig. 2. Because the
maximum rate of change of vorticity occurs at the vortex
center, the incoherent Reynolds stress distribution will have
a minimax distribution at the vortex center. On the other
hand, the flow will have a saddle at the center of the braid,
midway between two structure centers, say at point A,
which is also a stagnation point in a frame moving with the
structure center. The vorticity is the minimum at A where
the strain rate is the maximum. Hence, production is also the
maximum at point A but minimum at point B. Because of
the motion associated with the vortex, vorticity is continual-
ly being advected away from point A and deposited in the
structure core. This vortical fluid also carries with it incoher-
ent turbulence produced in the braid and, as a result, the core
vorticity peak is reduced via turbulent diffusion. On the oth-
er hand, incoherent turbulence intensities will have their
maxima within the structure cores. Detailed contours of
measured coherent structure properties are consistent with
these expected distributions (see Sec. VII).

V. DETECTION AND EDUCTION OF COHERENT
STRUCTURES

For understanding the physics of coherent structures or
explicitly including these in a viable turbulence theory, it is
first necessary to measure the properties of these structures.
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B — e 512
<u2>, <v2> = const

The coherent structure resulting from instability of la-
minar flows is quite periodic and repeatable in the early
stages of formation. The periodicity can be enhanced via
controlled excitation. In either case, the structure properties
can be determined via phase-locked measurements.?® How-
ever, in the fully developed turbulent shear flows there is a
large dispersion in the shape, size, orientation, strength, and
convection velocity of the coherent structures, and the struc-
tures pass by a sensor at random intervals, and they have
random trajectories. The dispersion increases with increas-
ing distances from the point of structure formation. These
present formidable constraints in the eduction of coherent
structures.'*®'*® Even in periodically induced structures,
the constraints become serious with increasing distances
downstream.

In the case of the wall boundary layer, the eduction of
coherent motions suffers from additional complexities (see
later). The following discussion is more relevant to struc-
tures in free turbulent flows and to outer structures in
boundary layers.

In order to determine the coherent structure properties,
the incoherent part has to be subtracted from any realiza-
tion. This can be achieved via ensemble averaging, which
retains phase information. That is, an average of a large
number of successive structures at the same phase (or stage)
of evolution will be free from the incoherent contribution.
Care has to be taken to assure that only structures of the
same mode and same subclass are included; otherwise, the
ensemble-averaged structure will be too smeared to repre-
sent the physics.

A. Preferred mode

The mode denotes the characteristic geometric configu-
ration of the structure in the physical space; for example,
Hill’s spherical vortex, hairpin vortex, vortex ring (m = 0),
helical vortex (m = + 1), double helix (m = + 2), etc. The
identification of the mode itself is a formidable undertaking
as a variety of modes can occur in the same flow. Even for a
single mode, there are large dispersions due to tilting, twist-
ing, and other distortions. The mode detection would in gen-
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FIG. 2. Schematic of a coherent structure in a
shear flow.

eral require simultaneous monitoring of signals from a large
number of measurement points in a three-dimensional space
traversed by the structures. If a mode is both dynamically
significant and occurs frequently in a flow, this is called the
“preferred mode” of the flow. One can then plan to investi-
gate only the preferred mode and classify this mode in the
parameter space defined by characteristic parameters like
size, orientation, strength, convection velocity, etc., and
then obtain the ensemble average for each subclass. This is a
formidable, and clearly unwanted, undertaking.

The effort can be significantly economized if the multi-
dimensional probability density function in the parameter
space has a limited few peaks, or, in other words, if the flow
has a few dominant preferred modes. In such cases, eduction
of the dominant preferred modes may be all that is necessary
as these can be assumed to perform most of the transport and
to represent the essence of the shear flow. The most fortunate
situation of all would be if the flow has a unique preferred
mode. (The near field of an axisymmetric jet appears to be
blessed as such* and has been examined in detail via con-
trolled excitation'*? as well as via conditional sampling for
natural structures. '*°) For simplicity, preferred mode will be
used to denote the dominant preferred mode.

B. Phase alignment via cross correlation

Even when a turbulent flow has a unique preferred
mode, eduction is complicated by the unavoidable jitter.
Typically, the structure, at least in its early stage of forma-
tion, may have a characteristic “front” or ramp as a signa-
ture in the signal that will allow alignment of successive sig-
nal realizations for obtaining phase average. In other
situations, there is typically a “footprint” of the passage of
the structure in a signal obtained from outside the turbulent
region.'*'*3 In most cases, the structure signature is buried
in high-amplitude incoherent turbulence and is devoid of a
characteristic feature or front on which successive (signal)
realizations can be phase aligned before taking ensemble
average. (This is likely to be the case where there is no high-
speed free stream as in the far fields of jets or outer layer
structures in turbulent pipes and channels.) In such cases,
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alignment can be obtained via successive improvement of the
ensemble average, provided that signal records with hidden
“‘signatures” of the structure can be captured. This is typi-
cally unsuccessful except via some method of pattern recog-
nition. When the structure is induced, the approximate arri-
val time of the structure at a downstream location can be
inferred from the consideration of an average structure con-
vection velocity."** The eduction then involves time shifting
each realization via optimization of the cross correlation of
the realization with the ensemble average.'*>'* This ex-
tremely time-consuming (iterative) process can be signifi-
cantly economized by smoothing the individual realizations
before alignment. For smoothing, either filtering or short-
time averaging (i.e., zero phase-shift filtering} can be used.
However, smoothing should be used only to determine opti-
mum time shifts; the unsmoothed signals, after being appro-
priately time shifted, should be used to obtain ensemble aver-
ages. 45133

Even after these elaborate steps, eduction is often unsa-
tisfactory and the educed structure is typically weak (i.e.,
smeared); this calls for further refinement. One way to ac-
centuate the educed structure is to selectively discard real-
izations which weaken the educed structure, for example,
those realizations which require excessive time shifts for op-
timum alignment as this suggests unusual distortions of the
structure.'®’ A further refinement should be possible by dis-
carding realizations which produce weak cross correlation
with the ensemble average. In this way, the “weaklings” can
be excluded; this method of enhancement is being used in our
laboratory.'*"!*8

C. Dynamical significance

In coherent structure eduction via selective ensemble
averaging, care has to be taken to assure that a majority of
the realizations is not discarded. Otherwise, the educed
structure will be too select to have any dynamical signifi-
cance. In all coherent structure investigations, the percen-
tage of occurrence of the educed structure as a function of
the total number of structures as well as the percentage of the
times these structures occur must be stated. Of course, the
key question to be answered in coherent structure investiga-
tions is: How important are these structures? That is, one
must state their statistical as well as dynamical significance.
Note that as the eduction criteria are made more stringent,
the accepted structure population will decrease and the
structure will appear more and more dominant, reaching an
asymptote. The asymptotic structure, provided it is statisti-
cally significant, is the goal of the eduction. Depending on
the optimum effort or patience of the experimentalist, refine-
ment of eduction is justified up to a point, beyond which any
refinement will have a marginal effect on the dynamical sig-
nificance of structures.

In order to capture the spatial details of the structure, a
large number of sensors would be required. Apart from the
prohibitive cost, probe interference can become a problem. If
the structure occurs periodically, a single probe will suffice
to obtain spatial distributions of properties via phase-locked
measurements.”®'*® When structure passages are not period-
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ic, a significant economization results if spatial distribution
in the streamwise direction is inferred from time traces. Such
use of the Taylor hypothesis is restrictive'>*'*7 (see Sec. VII
M). The property distribution in the transverse direction
within the plane of measurement is typically obtained by a
few sensors arranged in a convenient array. When *align-
ment” is used to educe structure properties, time shifts for
different properties must be the same. In such a case, a sim-
ple approach is to determine the required time shift for opti-
mum alignment from the signal containing the peak vorti-
city {i.e., from the sensor closest to the structure center).
Signals from other sensors must be time shifted by the same
amount. The best way to align signals from a rake of sensors
is to achieve simultaneous optimization of cross correlation
of signals from all sensors; that is, to determine the time shift
that will produce maximum cross correlation over the sec-
tional plane of the structure.

D. Eduction of natural structures

In the absence of any phase reference, eduction of natu-
ral structures is a sophisticated art. A technique developed
by us involves recording the vorticity traces from a rake of X
wires in a plane. These traces are then smoothed via short-
time averaging. From these smoothed traces, time evolution
of vorticity contours in the plane of the sensors is known.
While locations of vorticity peaks (within a specified bound)
identify vortex centers, the structure sizes are determined by
requiring that short-time cross correlation of vorticity
between two extreme transverse points across each center
has a certain minimum value. Those structures with similar
peak values of coherent vorticity and contour sizes are then
aligned with respect to their centers (identified by peak vorti-
city) and then ensemble averaged. (That is, structures which
are too small or distorted or have low peak coherent vorticity
are rejected.) Further improvement in the alignment can be
achieved via maximization of cross correlation of the
smoothed vorticity maps in the (p, 7 ) plane with the ensemble
average. Our experience shows that the elaborate effort of
this alignment over the cross section in the (y, ) plane via
cross correlation produces negligible improvement over
alignment on the coherent vorticity peaks alone.

If a flow has a variety of coherent structures it is not a
terribly encouraging situation as eduction of these structures
will be a prohibitive undertaking. Therefore, the coherent
structure concept is interesting only if a select few kinds of
coherent structures are predominant. Because of the un-
avoidable dispersion in the coherent structure characterstics
and the complex, but subjective, criteria required for obtain-
ing convergent ensemble average, it is tempting to capture an
individual realization and perform some kind of spatial
smoothing. This approach is both subjective and unsatisfac-
tory, because the educed structure is dependent on the
smoothing scheme, the length scale of smoothing cannot be
constant everywhere over the cross section of the structure,
and there is no test for convergence of the educed structure.
Consequently, the educed structure (for example, Ref. 48)
may not be the true structure as there is no way to tell if it has
been excessively or inadequately smoothed; that is, whether
the incoherent turbulence has been successfully removed!
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On the other hand, such smoothing will remove large spatial
gradients of properties, which are retained in the ensemble
average. Furthermore, some evidence is necessary to assure
that the educed structure is statistically significant and not a
freak event.

E. Induced versus natural structures

In an attempt to circumvent the eduction problems in-
troduced by the jitter in characteristic parameters of coher-
ent structures, these structures have been explored in a num-
ber of studies via controlled excitation.”®'**!** While
controlled excitation has permitted documentation of the
coherent structure properties via phase-locked measure-
ments in more detail than is likely to be possible with natural
structures, we must consider the relevance of these excited
structures to the natural structures.

One point of view is that the excitation merely triggers
or paces the initiation of a structure at the lip. Since its evolu-
tion in space and time must be governed by the given basic
flow (and the governing equations with the specified initial
and boundary conditions), the evolution of an excited struc-
ture cannot be different from a natural structure. This is
perhaps a reasonable point of view provided that the excita-
tion amplitude is small. Even then, structure evolution may
depend on whether it is excited or not, as well as on the
method of excitation. If the excitation is sinusoidal,?*'** pre-
sumably at a frequency within the receptivity band of the
basic state or at the preferred mode, all structures are started
identically and are free from interaction with natural struc-
tures. However, the evolution of a structure in a similar
crowd is quite different from that of an isolated structure in a
random environment. If the excitation is impulsive,'**'*° the
induced structure is interspersed between natural structures
(with a large dispersion in their characteristics) with which it
interacts as it evolves. It is also important to recognize that
natural structures can vary distinctly in modes (say, m = 0,
1, 2,... in an axisymmetric jet), which may occur at random;
on the other hand, the excited structure is typically of a sin-
gle mode. Thus, higher modes, especially the m = 1 mode,
may be suppressed or, at least, not forced by axisymmetric
excitation. In this sense, evolution of an induced structure
can be different from that of a natural structure.’?

When the excitation amplitude is large, the structure
formation and evolution are quite likely to be dependent on
the excitation amplitude.'*’ (Note that if the excitation peri-
od is an integral multiple of the instability period, then exci-
tation can generate strong structures separated by weaker
structures. Depending on the amplitude of excitation, this
may result in simultaneous amalgamation of all natural
structures around each strong structure. That is, if N struc-
tures are rolled up during each period of excitation, as many
as N structures may wrap around one another in a single
stage to form a single structure.'*%-169)

VI.BRIEF COMMENTS ON COHERENT MOTIONS IN THE
BOUNDARY LAYER

The understanding of coherent structures in turbulent
wall layers is considerably poorer than in free shear flows.
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Even though the inhibition of transverse wandering of the
structures by the presence of the wall is a decided advantage
for eduction purposes, the wall itself presents problems. The
poorer understanding is partly due to the fact that the most
significant zone of activity, say y* 5100, is too narrow a
slice of the boundary layer and too close to the wall to allow
detailed measurements or flow visualization. Motion in the
boundary layer is expected to be complex; intuitively, unlike
the free shear flows, the boundary layer is not characterized
by a single length scale and a single time scale. The existence
of outer variables (U _, 8) and inner variables (U, , v) guar-
antees three regions of flow, the third being a thin region
adjacent to the wall where motion is totally viscosity-domi-
nated. (Even this apparently simple sublayer is shrouded
with an amazing number of unresolved questions. '®'~'**) Be-
cause of the inherent complexities, the boundary layer is
quite likely to have more than one kind of coherent motion
(typical eddies, hairpins, pockets, folds, streaks, fronts,
bulges, vortex loops, A vortices) and as such, it is not surpris-
ing that understanding of the physics is not clearer. In fact,
successive investigations continue to raise more questions
than they answer.

A. The bursting phenomenon

It is generally agreed that the bursting process plays a
dominant role in transports of mass, heat, and momentum
and in production in a turbulent boundary layer.'**'”' The
characteristic stages and the seemingly universal nature of
bursting were established by Kline er al.* However, the un-
derstanding of the physics associated with the bursting event
is at best qualitative. In spite of numerous studies of this
event, it has not yet been possible to educe contours of any
property (say, coherent vorticity, coherent Reynolds stress,
incoherent Reynolds stress and turbulence intensities, co-
herent production, etc.) of the bursting coherent structure,
presumably because of the random occurrence in location
and time of this structure. Only Nishioka ef al.'”? recently
educed the contours of d (1) /dy during a particular acceler-
ating phase of a bursting event in a turbulent pipe flow; simi-
lar contours presumably can be extracted from the ensemble
average (u(p)) profiles in a flat plate boundary layer educed
by Blackwelder and Kaplan.'” It should be emphasized that
d{u)/dy is neither the coherent shear rate nor the coherent
vorticity because d (v)/dx is of comparable magnitude in

turbulent shear flows. '’
Thus, a Jot remains unknown about bursting and the

bursting coherent structure. What is the precise definition of
bursting? What is the role and significance of bursting?
What causes bursting? Is bursting the consequence of a vor-
tex impinging on the wall or of the interaction with the wall
of a high-speed front? How do the different phases of burst-
ing as observed visually relate to the details of signals from
sensors in the flow? What is the wall pressure signature of
bursting? Is the reported high bursting rate the artifact of
false alarms or noise in the signal? Do the sensors themselves
trigger bursting? What do low counts of bursting mean?
Should bursting be counted at a point, along a line or over an
area?
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It is now generally agreed that maximum production
occurs in a thin region adjacent to the wall and primarily
during the ejection phase and somewhat less so during the
sweep phase of bursting. Since this wall-dominated produc-
tion mechanism via the bursting event should occur for the
entire flow length, coherent motion in the turbulent bound-
ary layer appears to be ever dominant. The structures in-
volved are considerably smaller than the boundary layer
thickness and are, by our definition, coherent substructures.
The large-scale coherent structures in the turbulent bound-
ary layer, which are obviously characteristic of the outer
layer, are not yet known to play any dominant role.

B. Turbulent spot

The understanding regarding the turbulent spot in a
laminar boundary layer'**'*? is considerably more detailed,
allowing adequate description of the flow. This is perhaps
because the spot signature and boundary are well defined.
Different detection schemes have produced essentially iden-
tical spot boundaries, even though the celerity (0.65U )
measured by Wygnanski ez al."*! differed considerably from
that (0.85U _ ) measured by Coles and Barker.*® However,
the recent realization prompted by Klebanoff'™*'” and Per-
ry et al.'’® that the spot is not a single structure, but an as-
semblage of hairpin-like vortices®* suggests that reexamina-
tion and modification of the contours of the spot properties
are in order; the studies so far have missed the internal de-
tails of the spot. It is likely that the turbulent boundary layer
involves successive stages of local instability, perhaps mostly
of the Kelvin—-Helmholtz type rather than the Tolimien—
Schlichting type. However, there is as yet no evidence that
the spot is a characteristic structure of the turbulent bound-
ary layer. It appears that studies of the spot in a laminar
boundary layer, while extremely interesting in their own
right, are not of any direct relevance to the turbulent bound-
ary layer. The behavior of a cluster of hairpin eddies in a
laminar environment should be quite different from the be-
havior of the cluster in a sea of random hairpin eddies.

Even though the existence of hairpin vortices in a turbu-
lent boundary layer was mentioned and emphasized pre-
viously,'”*"'7? a convincing demonstration of the hairpin-
like vortices in the fully turbulent boundary layer has been
made only recently via flow visualization.”” However, the
connection of these hairpin vortices with the large-scale
structures in the boundary layer'®*'*>'® is not known. The
origin of the Brown-Thomas structure'®? and its connection
with bursting and the hairpin vortices is also quite elusive.
Since Brown and Thomas suggest this structure to be re-
sponsible for triggering bursting, the Brown-Thomas struc-
ture is supposed to occur frequently. However, a variety of
flow visualization studies in a number of laboratories have
failed to show the Brown-Thomas structure, let alone its
overwhelming presence. Falco’s'®® claim that the typical
eddy—which is of the size of the Taylor microscale and
hence at least an order of magnitude smaller than the bound-
ary layer thickness—is responsible for production of most
Reynolds stress in the outer flow, needs careful verification.
Falco has not explained why the typical eddy, being a char-
acteristic feature of the outer layer, scales on the inner varia-
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bles. Falco'®™ disagrees with the suggestion of Head and
Bandyopadhyay?” that the typical eddy is the tip of a hatrpin
vortex because the former occurs in isolation and has a rota-
tion opposite to that of the hairpin vortex.

C. Streaks

The mechanisms for the formation of the counter-rotat-
ing vortices and their connection with bursting are quite
complex and still not understood. Even though it has been
long contended by many that streaks mark the stagnant re-
gions between counter-rotating longitudinal wall vortices,
which are responsible for scooping fluid up from the wall
and contributing to heat, mass, and momentum transport
near the wall and especially in the production of wall shear
stress, there is yet no clear understanding of their origin,
their role in transporting (spanwise) vorticity from the wall,
or even whether they always occur in pairs. Whether these
vortices form from interaction of the front and the gjection
or from pockets formed by a ring approaching the wall'®* is
debatable. Are these vortices the legs of the hairpin vortices?
Ifthey are, their circulation will be opposite to those suggest-
ed by the two formation mechanisms just mentioned. It is
not known if the wall vortices terminate into hairpin eddies
extending all the way into the outer region. Since vortices
must either close or end in a wall it is not clear how the
longitudinal vortices end. Whether the longitudinal vortices
are responsible for liftup and thus initiation of bursting, or
whether these play a crucial role in the dynamics of the
boundary layer motion, remains unresolved. While the span-
wise spacing of AZ * ~100 of longitudinal streaks, first pro-
posed by Kline et al.,® has been verified by many other inves-
tigators (actual numbers vary between 60 and 200), the role
of the sublayer in initiation of bursting appears to be in con-
tention. Grass'® has shown that the ejections and sweeps
near the wall are unaffected by surface roughness. This
would suggest that the sublayer is irrelevant to the bursting
phenomenon—which appears to be different from the obser-
vations of Kline ef al.?

D. Bursting frequency

Perhaps because of the ease of its measurement, the
average time T, between bursts has been measured by many
investigators.>'®>-'°! The association of bursting with the
sublayer structures motivated early investigators to scale it
with wall variables.> However, Rao et a/.'% showed that this
scales with the outer variables. Even though many investiga-
tors have found 7, to be essentially constant across the
boundary layer, data show significant scatter. After examin-
ing accumulated data, Cantwell®* concluded “Now it ap-
pears to be fairly well established that T, scales with the
outer variables and the generally accepted number is
T,U_/8~6.” This author feels that bursting, which is vi-
sualized to originate near the wall, must scale on the wall
variables. In fact, there are some claims supporting this
view, 21 and it appears that further careful studies are nec-
essary. Whether the bursting frequency scales with the outer
or inner variables is intimately connected with the question
of coupling of motions in inner and outer layers. A number
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of experiments have been carried out addressing this ques-
tion, and a number of qualitative models have been pro-
posed, but none appears to be convincing.

Even though it was initially believed that the bursting
structure grows to form the outer structure, the converse is
beginning to emerge as more likely. That is, bursting is per-
haps triggered by outer layer structures. It is not clear
whether this effect is via the pressure field of the large-scale
motions of the outer layer or through the direct effect of a
front or a vortex moving wallward. It is quite likely that the
entire chain of events works in a closed loop via feedback.
This is suggested by the fact that the frequency of passage of
outer layer large-scale structures is of the same order as the
bursting frequency. However, if this feedback is central, it
would seem that bursting in the pipe and channel flow
should differ from that in the boundary layer because the
outer structures should be different. Also, the effect of the
other wall should be felt through the pressure field. So far, no
difference has been reported between bursting in an external
boundary layer and in a channel or a pipe. Is the inner—outer
flow coupling in the pipe and channel flow different from
that in a boundary layer? The answer to this question is not
known. The mechanism for formation, sustenance, and de-
struction of bulges is also not known. Nor is it known how
the bulges scale and if there is any Reynolds number effect.

There is a great deal of data on the wall pressure. How-
ever, these pressure signatures are yet to be explained in
terms of the motion in the boundary layer or related closely
with the wall shear stress. This is a complex problem because
the wall pressure is a “footprint” of motions everywhere
within the flow and cannot be uniquely related to the motion
adjacent to the wall only. A close look at the wall pressure
and boundary layer flow, perhaps via simultaneous measure-
ments, is necessary.

E. Some unanswered questions

Many other related questions remain unanswered. For
example: Does the bursting frequency and intensity vary
with R, ? If bursting is only a low-Reynolds-number pheno-
menon, then it cannot be as dynamically significant as it has
so far been supposed to be. What is the effect of suction and
blowing on bursting? Can periodic suction or blowing signif-
icantly alter the coherent structure in the boundary layer?
How does bursting vary with the pressure gradient?*'**
What is the variation of the size and angle of inclination of
the hairpin vortices with R, and pressure gradient? Do the
hairpin vortices undergo pairing? Are there hairpin vortices
at very large R,? How are the statistics of large and small
scales related?'>'"® What is the dynamical role of the
streaks? What is the mechanism of formation of streaks?
How do they depend on the Reynolds number? In what way
are the pockets or folds related to the counter-rotating vor-
tex rolls near the wall?'*”'*® How is a pocket formed? What
happens to the longitudinal vortices when sweep occurs?
Are the large-scale bulges of the outer region the colonies of
hairpin vortices? What is the mechanics of entrainment in a
boundary layer? Is the penetration of the irrotational fluid
into the boundary layer induced by circulation associated
with the outer layer large-scale structure or by a local low
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pressure near the wall? Which way are the outer layer struc-
tures in the pipe or the channel different from those in the
boundary layer? Does a turbulent pipe flow consist of axi-
symmetric or helical structures? What are the relative roles
of coherent structures and incoherent turbulence in produc-
tion and transport? How large is the coherent vorticity in the
bulges, streaks?

Therefore, not only are there a variety of coherent sub-
structures in the turbulent boundary layer, their details are
also not well understood. It seems that it should be possible
to induce bursting at a fixed location at regular intervals and
thus educe contours of its properties at different phases in its
evolution. It should also be possible to modulate/control
natural bursting structure through controlled pulsation of
the boundary layer. Since bursting is more energetic and less
frequent in the presence of polymer additives,'” it seems
that a boundary layer with a polymer additive would provide
a better opportunity for the investigation of the bursting
structure.

If the coherent structure plays a key role in the trans-
port phenomena in a boundary layer, then excitation at the
bursting frequency should alter the bursting event and thus
the overall characteristics of the boundary layer. However,
all experiments of periodic modulation of the boundary layer
show lack of any influence of the excitation on the time-
average measures like U (y), u'(y) except very close to the wall,
i.e., y* < 50,2722 even though experiments of Mizushina et
al.*** showed some effects. Furthermore, destruction of co-
herent structures by some obstruction should also produce
significant changes in the boundary layer behavior. Even
though the interference of the boundary layer with a screen
or a honeycomb has resulted in decrease of skin friction
downstream,?°*~2% it is not certain that the decreased skin
friction can compensate for the device drag; that is, that the
total drag can be reduced; Nagib (private communication)
claims to have achieved such a device. A clear explanation
has not yet been possible establishing that the drag reduction
is due to coherent structure modification alone. There is
some prospect for boundary layer coherent structure control
via periodic suction®”’” and perhaps even periodic injection.
Optimum choices may be found which might produce a net
drag reduction. Success of such an approach is yet to be
demonstrated.

VIl. COHERENT STRUCTURES IN FREE TURBULENT
SHEAR FLOWS

Coherent structures have been the objects of extensive
investigations in the author’s laboratory. In the following,
results of a few of these studies will be very briefly reviewed.
This paper is not intended to be a comprehensive survey of
studies of coherent structures. Nor will any attempt be made
to review results from other laboratories except in cases
when those directly relate to our results. (For a review on
coherent structures, see Ref. 32.)

A. The axisymmetric mixing layer

The axisymmetric mixing layer is a complex flow be-
cause of the influence of two length scales: the shear-layer
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thickness and the radius of curvature. Provided that the ini-
tial (shear-layer) momentum thickness &, is considerably
smaller than the jet diameter D (i.e., 8,/D<1), the instability
and rollup of the axisymmetric shear layer is similar to that
of the plane layer. However, when the thickness becomes
appreciable, say at x/D ~ 1, the effect of the curvature be-
comes significant. The initial instability of the shear layer is
found to follow that of an inviscid parallel flow theory®°®-2'°
even though the nonparallel nature of the shear layer must
be taken into account for accurate prediction of the subse-
quent evolution.'*!!

Because of the two length scales, the axisymmetric mix-
ing layer has two kinds of coherent structures: the shear-
layer mode scaling on the initial momentum thickness and
the jet-column mode scaling on the jet diameter.'>® The lat-
ter may form independent of the former or when the flow is
excited in the jet-column mode directly; it can also result
from pairing (see later) or evolution of the shear-layer mode
structures. Additional complication of the axisymmetric
layer arises from evolution of azimuthal lobes?>*'>2!* of the
initial axisymmetric ring structures. The resulting break-
down into azimuthally distributed substructures and their
interactions near the end of the potential core have escaped
detailed examination so far. It is quite likely that the flow
becomes fine grained due to breakdown of the coherent
structures soon after the end of the potential core, and that
the turbulent jet farther downstream undergoes its own in-
stability determined by the local instantaneous flow state
{further discussion later).

The rollup of the initial shear layer into axisymmetric
modes does not appear to be unique, as some investigators
have observed helical modes.?!'>-?2° However, the presence
of any puffing due to the unavoidable background distur-
bances, no matter what the source, will force the rollup of the
shear layer into axisymmetric modes. Thus, this question
cannot be easily answered in any practical jet. The initial
instability of the mixing layer in various jets in our laborato-
ry has been found to be axisymmetric. Instantaneous veloc-
ity signals from a number of hot wires aligned azimuthally in
the shear layer near the exit of a large air jet reveals that the
instability and rollup of an unexcited shear layer, as well as
the large-scale structure following the rollup are instanta-
neously almost axisymmetric.??' Contours of educed natural
coherent structure properties remained insensitive to the
azimuthal location of the trigger probe, thus confirming that
the naturally occurring turbulent coherent structures up to
x/D ~ 3 are virtually axisymmetric.'*° Furthermore, careful
flow visualization of a large submerged water jet (D = 10cm)
in our laboratory, in a facility where the jet flow is main-
tained under a constant head from an overhead tank and
thus remarkably free from any disturbance, showed the ini-
tial rollup to be always axisymmetric even though the vortex
rings are occasionally tilted after one or two pairings. This
tilting appears to originate from an interaction (between two
adjacent axisymmetric vortex rings) which is not uniform
azimuthally. It is possible that many investigators have in-
terpreted this tilting as helical mode instability of axisym-
metric shear layers. Helical mode instability of a fully devel-
oped laminar jet?'® or even the turbulent jet far field is possi-

2830 Phys. Fiuids, Vol. 26, No. 10, October 1983

ble. We have not observed the initiation of a helical rollup
near the lip of an axisymmetric jet, somewhat like peeling off
of the rolled-up vortex successively around the perimeter of
the jet lip. Drubka and Nagib®'® have claimed that the initial
instability consists of both axisymmetric and helical modes,
the two modes switching from one to the other in an inter-
mittent manner. This claim, also made by Moore,**? is puz-
zling because a helical vortex terminating on axisymmetric
rings at either end does not appear to be kinematically possi-
ble. Further careful studies are necessary to interpret the
observations of Drubka and Nagib.

The sensitivity of all measures of the axisymmetric mix-
ing layer to the initial condition (say, laminar versus turbu-
lent), found in the axisymmetric mixing layer of a small
jet,''3 11811 srompted a study of this sensitivity in larger jets
of diameters up to 27 cm.'**’* However, all time-average
measures of the layer like its thickness, turbulence intensity,
Reynolds stress, etc., were found to be strongly dependent
on the initial condition. On the other hand, as speculated
earlier,''*'"” the plane mixing layer has been found to
achieve a universal state independent of the initial condition,
at a distance of about 20006, from the origin.'**

The coherent structures in the axisymmetric mixing
layer also reveal dependence on the initial condition. This
dependence has been studied via flow visualization,® wave-
number-celerity spectra,” and educed (excited and unexcit-
ed) coherent structures.”*'*

High-speed ciné films reveal that the mixing layer,
which is well organized at a low Reynolds number Re,,,
becomes comparatively more disorganized with increasing
Re,,. The survival distance of a structure does not appear to
be much larger than one average structure size. In contrast
with the initially laminar layer, the initially turbulent axi-
symmetric mixing layer is comparatively more organized
and the structures are smaller and comparatively more peri-
odic. Evolution of the large-scale structures in time occurs
not through complete pairing,'® as widely believed, but
mostly through a combination of tearing, fractional pairing
between segments torn from different large-scale structures,
or partial pairing when one structure captures only a (low-
speed) part of a downstream structure. These complex inter-
actions explain’® the heretofore puzzling observation that
the structure passage frequency shows a large variation
(about threefold) across the thickness of the mixing lay-
er.’®1* The flow-visualization study does not bear out the
two-vortex street model proposed by Lau'** as an explana-
tion for the freuquency jump. Figures 3(a)-3(c) show some
picture sequences from high-speed ciné films for laminar and
turbulent initial shear layers. Note that in the initially turbu-
lent case [say frame 11 in Fig. 3(b) and frame 14 in Fig. 3(c}],
the shear layer consists of structures which are more com-
pact and more periodic than in the initially laminar case.

Because of the complex nature of the motion in the axi-
symmetric mixing layer,*"**'*! the motion is less coherent
across the layer than in the plane mixing layer.**'%'* Thus,
eduction will unavoidably suffer from some smearing.
Therefore, in order to characterize the structures, a statisti-
cal approach is perhaps of interest. With this in mind, the
large-scale structures were studied via hot-wire measure-
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{(a)

(b)

x/D

FIG. 3. Visualization picture sequences in an axisymmetric mixing layer of
an 18 cmjetat U. = 30m/sec. Here, 8¢ denotes time lapses between succes-
sive frames. (a) Laminar, §¢ = 0.5 msec, (b) turbulent, 8 = 1.67 msec, and
{c) turbulent, 81 = 1.61 msec.
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ments of the wavenumber-celerity spectrum W (k, U) ob-
tained from double-Fourier transformation of space-time
correlation data taken along lines of constant velocity.” Fig-
ures 4(a) and 4(b) show contours of constant percentage val-
ues of W as a function of the wavenumber k and the convec-
tion velocity U. Note that the dominant structure size
(corresponding to the peak of W) is smaller in the initially
turbulent case, consistent with the observations made via
flow visualization. Care was taken to assure that the trip
produced a fully developed turbulent boundary layer, in ac-
cordance with the criteria listed in Sec. III. Since the flow
conditions were identical in every detail, except for the pres-
ence of the trip for the turbulent case, the obvious differences
observed in the structures [both flow-visualization pictures
in Fig. 3 and W (k, U)data in Fig. 4] cannot be attributed to
any pecularity of the facility; these differences are uniquely
due to the initial condition. Note that these pictures (Fig. 3)
represent visualization of the axisymmetric mixing layer at
the highest-Reynolds-number jet flow (Re,, = 3.7X 10%) re-
ported so far.

There is a curious observation regarding the instability
of the unexcited, laminar axisymmetric shear layer. While
the maximum amplification rate is found to occur at the
Strouhal member St,=0.017""° (consistent with Mi-
chalke’s**® theory) and the maximum amplification is found
to occur at a much lower value (St, ~0.011),*” the natural
instability (of an unexcited laminar shear layer) is found to
occur at an intermediate value. This value appears to depend
on the jet radius and the free-stream turbulence level.**
These suggest that some kind of feedback from downstream
coherent structures is involved in triggering the instability.

B. Vortex pairing in an axisymmetric jet

The coherent structure in the near field of a circular jet
can be of the shear-layer mode or jet-column mode and can
undergo pairing in two distinct modes.'**?** The time-aver-
age turbulence intensity and Reynolds stress distributions
show large increases when pairing is stabilized, that is, when
it occurs at the same location at regular intervals. Stable
vortex pairing has been found to occur at two specific condi-
tions: shear-layer mode pairing at St, =0.012 and the jet-
column mode pairing at St =0.85.""*'* The former in-
volves near-exit thin vortex rings when the exit boundary
layer is laminar, independent of St,. The latter involves
thicker vortex rings at x/D~1.75 independent of St,, or of
whether the initial layer is laminar or turbulent. Pairing
tends to be more intermittent with increasing Re,, and exit
fluctuation level. In an axisymmetric jet, the terminal St
near the end of potential core, which represents the preferred
mode,'*’ is in the range 0.3-0.5. Browand and Laufer'® sug-
gested that this terminal St,, results from successive pairings
of shear-layer mode structures (see also Ref. 224). We have
shown that such a requirement is not essential.'*®'** The
evolution of the coherent structure downstream (say, at x/
D~1)is not always dependent on the initial rolled-up struc-
ture. If the roll-up frequency f, happens to be about 2"f,
(where £, is the terminal structure passage frequency corre-
sponding to f,D /U,~0.4 and N is an integral number), and
if N is not very large (i.e., N =1 to 3}, then f, results from
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FIG. 4. Wavenumber-celerity spectrum W (k, U)for U, = 30 m/sec,x, = 1.41 Dat the half-mean velocity point; U, is the wavenumber-dependent convec-
tion velocity, U is the local mean velocity, and U,, is the jet centerline velocity. (a) Initially laminar; and (b} initially turbulent.
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successive N stages of the shear-layer mode of pairing. The
number of successive pairings depends on 4,/D but has not
been found to exceed 3. If £, >2%,, a number of shear-layer
structures may roll up together to form the jet mode struc-
ture.'*® Ho and Huang'® have also shown subsequently that
under controlled excitation, a number of vortices can be
rolled up together; they termed it collective interaction.

Stable jet-column mode pairing was induced ina 7.6 cm
air jet at Re,, = 32 000 and the contours of coherent struc-
ture properties were educed over the spatial extent of the
structures via phase-locked measurements (thus without in-
voking the Taylor hypothesis) with hot wires under the auto-
mated control of a laboratory computer. These measure-
ments include different phases during the pairing event as
well as locations preceding and following the pairing event.
The pairing event is associated with large excursions of the
uv(t) signal. The coherent Reynolds stress is high during
pairing (the zone-average coherent Reynolds stress over the
cross section of the merging vortex pair is much larger than
over a single vortex preceding or following pairing), being
the highest at an early stage of pairing; see Sec. VIIN. On the
other hand, entrainment, turbulent breakdown, and rapid
diffusion of vorticity occurs at a later stage of the pairing
event. The merger of two like-signed vortices results in a
decrease of the core peak vorticity. The rapid decrease of
peak vorticity is caused by the incoherent turbulence pro-
duced at the saddles but advected to the structure core. Con-
trolled excitation enhances the initial circumferential coher-
ence of the vortical structures, but is ineffective in delaying
turbulent breakdown near the end of the potential core via
growth of the azimuthal lobe structures.”” The coherent
Reynolds stress is found to be much larger than the incoher-
ent Reynolds stress only initially, but these two are compara-
ble near the end of the potential core.

Vortex pairing has a number of interesting implications
regarding entrainment and noise production (see Secs. VIID
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and VIIE). Winant and Browand'® claimed that pairing was
responsible for most of the entrainment in a mixing layer.
However, from the image processing of the mixing layer ciné
films of Brown and Roshko, and Herman and Jimenez**
found that 80% of the entrainment involved no pairing.

C. Preferred mode of the axisymmetric jet

The Strouhal number St,, of the preferred mode of a jet
depends somewhat on the Reynolds number and the Mach
number, and falls in the range 0.3-0.5. The preferred-mode
structure was enhanced via controlled excitation and the de-
tailed spatial distributions of properties of the structure were
determined via phase-locked measurements for both la-
minar and turbulent initial conditions and for a range of the
Reynolds number.'*® These properties of the induced struc-
tures are found to be independent of the initial condition but
show some mild but systematic dependence on the Reynolds
number. No phase-locked coherent structure could be de-
tected beyond x/D~#6. The continually evolving shape (in-
cluding tilting) of the coherent structure explains the trans-
verse variations of the wavelength and convection velocity
across the mixing layer. Data cover contours of coherent
longitudinal and lateral velocities, incoherent turbulence in-
tensities and Reynolds stress, coherent Reynolds stress, vor-
ticity, strain rate, and production, streamlines, and pseudo-
streamfunction in far greater detail than has been possible
for other situations because the structures are induced and
noninteracting. These contours provide the detailed topo-
logical relationships between the contours of these different
properties. These contours, not presented here, are consis-
tent with the expectations briefly discussed in Sec. IVD.

D. Coherent structure and jet noise

The widespread belief that coherent structures play a

key role in jet noise production??222*2** is relevant to address
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here briefly. Unfortunately, neither the extent to which the
large-scale coherent structures are significant in noise pro-
duction nor the precise mechanism is known yet. Laufer?**
proposed that vortex pairing was the primary mechanism for
noise production. Even though this notion found support
from many sources (for example, Ffowcs-Williams and
Kempton,?** Kibens,”** and Crighton??®), we felt'**?* this
was unlikely and suggested an alternative mechanism.

Our basis for discarding vortex pairing as the key factor
in jet noise production was as follows. In most practical jets,
vortex pairing is known to be complete before x/
D~2.'%2031141 O the other hand, most noise originates in
the range 3 <X /D < 12,°%*7 the peak moving downstream
with increasing Mach numbers. The noise contribution var-
ies with frequency, the maximum contribution being from
the preferred mode which peaks at x = 6D.?*° Furthermore,
excitation at the preferred mode can completely suppress
pairing,'*° but is not likely to alter noise production noticea-
bly (an effort is underway in our laboratory to verify this
experimentally). Also, all practical jets are initially turbu-
lent; they typically roll up at the preferred mode and thus
involve no pairing. Therefore, while vortex pairing can pro-
duce noise and noise production can be enhanced by induc-
ing vortex pairing, it is not likely to be the mechanism re-
sponsible for most noise production in practical jets.

An alternative mechanism was proposed by the author
[first informally a few years back, then more formally at the
1981 JTUTAM Symposium on Unsteady Turbulent Shear
Flows at Toulouse, France, and the 1981 Stanford Work-
shop on Jet Flow (organized by Nagib and Reynolds); see
also Ref. 236]. It is now well known that the near-field vortex
rings in the axisymmetric jet develop azimuthal lobes via the
so-called Widnall instability,?'>-2'* starting from about two
diameters {depending on Re,,) from the exit. The proposal is
that it is the rapid breakdown of the toroidal rings into azi-
muthally distributed substructures and the interactions of
these substructures which are responsible for most jet noise
production. (Details of the noise-producing events are not
clear but most likely involve “cut and recombination” of
vortex tubes resulting in the formation of substructures.) An
unambiguous test of this hypothesis is not likely to be
straightforward, because of the extremely complex flow in-
volved in the noise-producing region as well as the difficulty
in visualizing the flow details and in controlling the events in
this region.

E. Broadband noise amplification via pure-tone
excitation

Contrary to Kibens’ recent dramatic results??* showing
that excitation of a jet at Re,, = 5 X 10* produces broadband
far-field noise suppression, Bechert and Pfizenmaier??® and
Moore?*? had independently discovered earlier that pure-
tone excitation of a jet {at higher Re,) can produce broad-
band far-field noise amplification. This observation has cap-
tured a lot of attention because not only is it unexpected and
unexplained, but this might be the explanation for the excess
or core noise, which is the difference (about 10 dB) between
scaled-up model data and jet engine data. Since there are
many aerodynamic or thermal sources of internal fluctu-
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ations, inherent differences in the broadband noise of two
rigs due to such fluctuations (if these cause broadband noise
amplification) may render comparison of data from two rigs
meaningless.

Kibens??* claims that pairing produces significant jet
noise and argues that in situations where pairing locations
are not spatially fixed (as achieved first in our laboratory'*®
via controlled excitation), the interaction of jet-column and
shear-layer modes will introduce jitter in the shear-layer
mode pairings, which should produce broadband noise am-
plification. A similar explanation for broadband noise am-
plification is implied by Ffowcs-Williams and Kempton®*
and Crighton.**

A piece of technological research in our laboratory with
the whistler nozzle®? has provided some insight into the
question of broadband noise amplification. It has been
shown that self-sustained excitation with the whistler noz-
zle—which works for both laminar and turbulent exit
boundary layers—produces broadband turbulence amplifi-
cation in the noise-producing region®' as well as broadband
noise amplification (about 10 dB) in the far field.** For the
initially turbulent shear layer of typical laboratory jets, there
is no shear-layer mode of pairing.'*® The self-excitation via a
whistler nozzle being always within the St, range 0.35-0.6,
the structures formed by the whistler excitation are the jet
preferred modes,'*® which occur at the terminal Strouhal
number within the jet near field and do not undergo pairing.
Thus, jitter in pairing cannot be the explanation for broad-
band noise amplification. It was shown that controlled axi-
symmetric excitation cannot prevent the breakdown of the
initially formed toroidal structures in a jet.>” Even when ex-
cited, the turbulence spectrum shows no peak for x/D % 6.
Also, noninteracting structures are ineffective in radiating
noise at subsonic speeds. The breakdown of the toroidal
structures into azimuthally distributed substructures and in-
teractions of these sub-structures appear to be viable mecha-
nisms for noise production; formation of these substructures
may have phase coherence with each other but their interac-
tions would appear random in their far-field acoustic signa-
ture. The effect of tonal excitation on the interaction of these
substructures is not known. We propose that controlled axi-
symmetric excitation delays the evolution of the azimuthal
lobes farther downstream; consequently, less time is allowed
for the breakdown of the toroidal structures before the end of
the potential core, and the resulting rapid breakdown into
the substructures and their interactions produce broadband
noise amplification.

F. Evidence of coherent structure feedback

In case of self-sustained oscillations of free shear flows
impinging on solid objects, as in the case of jet tone, hole
tone, ring tone, plate tone, and shear-layer tone,®*° up-
stream feedback of coherent structures triggers instability
and formations of successive structures. However, even in
the absence of an impingement surface, it has been speculat-
ed for long by us and others (for example, Ref. 238) that
large-scale structures produce a feedback upstream. This is
perhaps the reason why even an unexcited jet or shear layer
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has an essentially periodic rollup when the Reynolds num-
ber or exit fluctuation level is not high.'*® However, no one
has yet been able to produce a definitive proof of this feed-
back. It seems that our whistler nozzle excitation studies
provide a direct evidence of upstream feedback.

It has been shown that the whistler nozzle is an organ-
pipe resonance of the pipe nozzle driven by the shear-layer
tone between the lips of the pipe and collar.®” Thus, any of
thed /2,4, 34 /2, 24, etc., organ-pipe modes of the pipe noz-
zle can be excited. However, it appears that the excitation
driven by the shear-layer tone always prefers a mode for
which St,, is in the range 0.3-0.6. This being the range of
occurrence of the dominant coherent structure (i.e., the pre-
ferred mode) in the flow downstream, it would appear that
the mode selection happens via upstream feedback from the
dominant coherent structure in the jet. Even though the
shear-layer tone is the driving mechanism for the whistler
nozzle phenomenon,®” it seems that organ-pipe resonance
will be receptive to excitation from outside also. That is,
when the shear-layer tone frequency is irrelevant to the or-
gan-pipe modes of the pipe nozzle, a disturbance from the
flow, if it matches an organ-pipe mode, can trigger the latter
resonance. This disturbance can originate from the quasiper-
iodic preferred-mode coherent structures in the jet near-
field. Since the dominant coherent structures in a jet occur in
a range of St, (i.e., 0.3-0.6),'*° an organ-pipe mode can be
typically found within this frequency range. The facts that
the preferred-mode structures are neither exactly periodic
nor perhaps produce strong feedback are no obstacles to our
hypothesis because it has already been shown that whistler
nozzle excitation is possible by disturbances which are
neither pure-tone nor strong.”” Thus, there appears to be a
convincing demonstration of the upstream feedback of co-
herent structures. Note that Kibens**? also appears to have
independently observed weak pipe-nozzle resonance with-
out a collar, which tends to support the feedback concept.

\ \
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G. Turbulence suppression via controlled excitation

While controlled excitation typically organizes and en-
hances instability, experimentations revealed turbulence
suppression (by as much as 809%) near the exit of an axisym-
metric jet under controlled excitation.>*" We found our data
puzzling because Crow and Champagne’s data* did not
show this suppression; it now appears that it is not likely that
this suppression can be avoided. After we observed the sup-
pression phenomenon, we learned that Vlasov and Ginevs-
kiy**' also had found similar suppression. However, they
neither explained nor focused on this apparently curious
phenomenon.

Explorations in a number of axisymmetric and plane
jets and plane mixing layers in our laboratory helped us to
establish the universal nature of this suppression pheno-
menon and its unique connection with the shear-layer insta-
bility and inhibition of pairing of the shear-layer struc-
tures.>® In circular jets, the suppression occurs over the
range 0.75 S x/D & 8, while in the plane mixing layer, sup-
pression can be detected as far as at x/6, =6000. The sup-
pression effect produced by controlled excitation is summar-
ized in Figs. 5(a) and 5(b) by plotting the ratio of longitudinal
peak fluctuation intensity under excitation (., ) to the unex-
cited value (u;, ). Figure 5(a) shows that the suppression is the
maximum at the Strouhal number St, ~0.017; at each fre-
quency of excitation, the St, variation was achieved by
changing the jet speed. Figure 5(b) shows that u_, /u/, , mea-
sured along a y = const line in a number of facilities, be-
comes the minimum at x/8, ~400. Note that other compo-
nents of turbulence and the Reynolds stress also show
similar suppression.*® It was shown that suppression is a
straightforward consequence of earlier transition, induced
by the excitation, of the shear-layer vortices which otherwise
naturally grow to larger sizes and survive for larger x. Exci-
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FIG. 5. Turbulence suppression in shear flows. (a) Dependence of u/, /u;, on frequency and St, in a 2.54 cm jet, measured on the jet centerline at x/D = 4.
(b} Downstream variation of u_, /u/,, for St,~0.017, measured along a y = const line near the lip. X, 18 cm circular jet; O, 2.54 cm circular jet; /\, 3.18cm
plane jet; O, single-stream plane mixing layer at U, = 10 m/sec; $), single-stream plane mixing layer at U, = 20 m/sec.
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tation at St, =0.017 produces a growth of the instability
wave considerably faster than the natural instability (occur-
ring at a lower St,) and thus produces earlier saturation,
rollup, and breakdown and an associated inhibition of pair-
ing. The result is a suppression everywhere of fluctuation
intensities and the Reynolds stress. The higher growth rate,
early rollup and breakdown of the structures, as well as inhi-
bition of the last stage of pairing under excitation and the
associated reduced shear-layer thickness, have been further
documented in detail via flow visualization and via eduction
of the coherent structures employing conditional sam-
pling.*® (The time-average measures of the axisymmetric
shear layer including shear-layer thickness, turbulence in-
tensities, Reynolds stress, normal and shear productions for
controlled excitation at a frequency at St, ~0.017, and at its
integral fractional frequencies have been documented via
precision measurements.'>® These results show that the re-
sponse of the shear layer to controlled small-amplitude exci-
tation is considerably different from the results reported by
Oster and Wyganski®® for uncontrolled, large-amplitude
excitation.)

It is necessary to emphasize that the suppression dis-
cussed here is different from the excitation-induced suppres-
sion (tail-pipe effect) in a jet resulting from the superposition
of acoustic and hydrodynamic waves.’?>?**?** The possible
coupling of these two separate effects is interesting and needs
to be investigated.

The effect of controlled excitation on turbulence sup-
pression has been investigated numerically by representing
the shear layer by an array of a large number of point vorti-
ces, and the sensitivity of the suppression effect to the excita-
tion wavelength and amplitude, as well as incoherent initial
turbulence, have been determined. The computations®*’
confirm the experimental results.

H. Turbulent “‘spots” in axisymmetric and plane mixing
layers

How does a highly localized three-dimensional distur-
bance evolve in a mixing layer? In an attempt to answer this
interesting question, an electrical spark was produced in the
boundary layer slightly upstream of the lip of a large circular
jet."® Unlike the sinusoidally induced periodic structures,
the spot in this case is separated by natural structures with
which it interacts as it evolves. The induced structure occu-
pies about 4% of the time between two sparks. Using the
spark as the phase reference, and considering an approxi-
mate structure convection velocity, 200 realizations of sig-
nals were captured with an X wire, the data sampling being
controlled by an on-line laboratory computer. Signal align-
ment was done via iterative optimization of cross correlation
of each realization with the ensemble average.

The spark induces a local boundary layer spot on the
nozzle wall and simultaneously triggers a coherent structure
in the shear layer. The spot decays downstream due to the
lack of a sustaining mechanism. The coherent structure
grows downstream in a non-self-preserving manner, travel-
ing at about 60% of the core velocity. The eduction of this
free shear-layer structure is far more complex than the
boundary layer spot. The spark-induced structure under-
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goes complex interactions which produce its decay after
x=~D. Because the induced structure interacts with other
naturally occurring structures, the structure would have to
be educed at much closer intervals in order to capture the
details of its evolution. This study showed how to educe a
structure in a highly turbulent environment and document-
ed the topological details of the properties at three stations.
Figure 6 shows the coherent vorticity contours of the educed
spot structure at x/D = 4.5. Note that in comparison with
the time-average vorticity (denoted on the right-hand side of
the figure) the peak coherent vorticity is about 50% higher.
For other coherent structure properties and further details
see Ref. 133.

In an attempt to understand the interaction of two
spots, two sparks located at diametrically opposite points
were fired simultaneously, and the resulting structure prop-
erties were educed at different azimuthal planes. The vari-
ation of the properties with the azimuthal angle was found to
be marginal.?*® This suggested to us that perhaps even a sin-
gle spark induces an axisymmetric structure also. With a
single spark, the structure properties were then educed at
different azimuthal planes and these showed that the highly
localized spark induces a structure which is essentially axi-
symmetric.>?'

It was then considered interesting to explore if the insta-
bility induced by the spark was instantaneously axisymmet-
ric. For this, seven single wires were placed equally spaced in
the azimuthal direction at the radius where U /U, = 0.8. It
was observed that the shear-layer instability, triggered by
the spark, is instantaneously almost axisymmetric and that
the front of the mixing layer spot is also aligned azimuthally.
That is, all instantaneous undulations in the signals at differ-
ent azimuthal locations are in phase around the periphery of
the jet. Sufficiently away in time from the spot signature,
natural instability is amplitude modulated and this modula-
tion is also instantaneously axisymmetric.

170

009 L L
30 40 50 60

T (ms)
FIG. 6. Coherent vorticity contours of the mixing layer spot at x/D = 4.5;
D=127cm; = (y — D )/x; U, =20 m/sec; and T is the time elapsed
since spark.
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A similar study with a spark in a plane mixing layer
shows that the structure grows in a self-similar fashion in the
downstream direction but the strength falls off in the span-
wise direction.”®” A spark was fired in an initially fully tur-
bulent plane mixing layer; however the eduction technique
as described above failed to educe any structure.

l. Interaction of coherent structures in the near field of a
plane jet

Effects of controlled excitation on the time-average
measures in the near field of a plane jet**® were found to be
noticeably different from that in the axisymmetric
jet.*192%15% This suggested that the nature of the coherent
structure interactions in the near field might also be differ-
ent. The investigations of Sato®***** and Mattingly and Cri-
minale®®' addressed early stages of instability but not the

structures downstream. Earlier flow-visualization pic-

tures?*>?** suggested virtually independent evolutions of the

two shear layers of the plane jet and suggested quite different
near-field activities in the plane jet as opposed to those in the
axisymmetric jet.4'2°'3l'144'254'255

The two shear layers of an initially laminar jet (aspect
ratio 96:1, the gap width D = 0.317 cm, Re, =2000} were
marked with fluorescent dyes of two different colors and the
interactions of the two shear layers were studied via ciné
color films of the flow field illuminated with a sheet of laser
light in different planes.'*” This study has been carried out
for two exit conditions: thin laminar exit boundary layers
following the contraction and laminar channel flow at the
end of a channel attached to the downstream end of the noz-
zle. In the case of channel flow, the two shear layers roll up
periodically into vortices, alternately. Adjacent (like-signed)
vortices pair up independently on each side. Typically, the
paired vortex (sometimes after two pairings) pulls part or all
of a (single or weaker) vortex on the opposite side across the
jet centerline because of the stronger circulation of the for-
mer and gets the weaker vortex wrapped around itself. There
is an intense mixing associated with this wrapping process.
In the case of thin boundary layers following a contraction,
the symmetric mode appears to dominate; the instability,
rollup, pairing, and breakdown of the two shear layers ap-
pear to occur in a symmetric manner. These visual observa-
tions are based on low-Re,, jets and need to be extended to
higher-Re, jets. However, the merger of two large-scale
structures of opposite vorticity is unknown to this author
and appears to be unique for the near field of a plane jet.
These visual observations suggest that turbulent transport,
entrainment, and aerodynamic noise production in the near
field of a plane jet are likely to be of different character from
those in the axisymmetric jet.

J. Natural coherent structures in the axisymmetric
mixing layer

The large dispersions in the characteristic parameters
of the structures encouraged their studies via controlled ex-
citation, which induces identical structure and thus provides
the convenience of phase-locked measurements. A number
of questions remained outstanding regarding: the relation-
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ship between the induced and natural structures, the opti-
mum conditional sampling technique for eduction, the sensi-
tivity of the natural structures to the Reynolds number and
the initial condition, etc.

It has been shown'*® that by phase-locking onto the
longitudinal velocity # signal extrema, the natural coherent
structures can be successfully educed. The optimum loca-
tion for the trigger probe is the high-speed edge of the mixing
layer, say the transverse location where U /U, ~0.99, as the
structure footprint is the strongest on the high-speed edge
and is further accentuated by the axisymmetric configura-
tion. Since the smearing is larger with increasing time lapses
between the trigger and the structure center, the trigger cri-
terion should be chosen such that it occurs closest (in time) to
the structure center. Eduction triggered on the positive
peaks of the & signal is more successful than when triggered
on the negative peaks, because the positive peaks occur clo-
sest to the structure center. Even though progressively high-
er peaks produce better eduction, threshold levels higher
than twice the standard deviation o of the & signal are not
worthwhile as only marginal improvements are obtained
while prohibitively increasing the experiment time. Use of
the transverse velocity D, or a joint criterion based on both &
and i, from the high-speed side produces no improvement in
the eduction.

The extrema of any signal from the low-speed edge of
the layer do not facilitate eduction. Furthermore, there is no
significant phase relationship between the peaks of the & sig-
nal on the high-speed and zero-speed edges of the mixing
layer. Both of these observations may suggest that the peaks
in the # signal at the outer edge of the axisymmetric mixing
layer are not uniquely related to the primary structure, con-
trary to the suggestions by Bruun'*' and Yule.?' The weaker
organization on the outer edge of the axisymmetric layeris a
consequence of the geometry since a much stronger organi-
zation is observed in the single-stream plane mixing layer.
The unavoidable flow reversal®’*“>***** is not responsible
for this poorer eduction; in fact, the instants of flow reversal
are uniquely related to advecting coherent structures, and
the rectified signal peaks can also be used to detect struc-
tures. Therefore, since peaks on the zero-speed side signal
must be footprints of some highly energetic events, the fore-
going observations suggest that the axisymmetric mixing
layer does not consist of structures always spanning the
thickness of the layer, but consists of substructures formed
via tearing and partial pairing (observed via flow visualiza-
tion®"). The lack of correlation between # peaks on the high-
speed and low-speed edges of the axisymmetric mixing layer
supports this notion and is also consistent with the observed
large variation (about threefold) in the structure passage fre-
quency across the layer.”*'**

The simple eduction scheme of triggering on the posi-
tive peaks (> 20) of the high-speed edge # signal was applied
to axisymmetric mixing layers with different Reynolds
numbers Re;, and initial conditions. The technique success-
fully educed structures for the highest Re,, jet available, i.e.,
Re,, = 8% 10°. While no noticeable Re,, dependence of the
natural structures was observed over the range
5% 10* < Re,, <8 10°, the educed structure at x/D =3

A. K. M. F. Hussain 2836

Downloaded 20 May 2008 to 128.178.144.79. Redistribution subject to AIP license or copyright; see http://pof.aip.org/pof/copyright.jsp



showed mild but persistent dependence on the initial condi-
tion. The initially turbulent case showed a higher organiza-
tion, consistent with observations via flow-visualization and
wavenumber-celerity spectra.”*”>

In the case of eduction of natural structures, what basis
should be used to judge successful eduction? Clearly, the
conditional sampling technique that produces the sharpest
structure features, in particular, the highest peak vorticity, is
the optimum. We validated this basis by applying the tech-
nique for excited structures. The optimum conditional sam-
pling technique educed structure property contours which
were identical with those educed using the phase-locked
technique in periodically induced structures. Furthermore,
it was observed that the educed natural structure agreed well
with the educed excited structure when the excitation ampli-
tude was small (i.e., u;/U, 50.1%).

K. Coherent structure in the plane mixing layer

The time-average measures of the axisymmetric mixing
layer have been found to be functions of the initial condition,
because of the limited extent of the layer (perhaps also due to
upstream feedback). Data have suggested similar depen-
dence of the plane mixing layer''>"'"* on the initial condi-
tion. We speculated that the persisting influence of the initial
condition in these data was due to limited streamwise
lengths of the flows investigated. With this in mind, a large
plane mixing layer facility was built. It was shown that suffi-
ciently farther downstream from the origin, the single-
stream mixing layer does achieve a universal state indepen-
dent of the initial condition.'** It was felt interesting to
investigate the coherent structure in the self-preserving re-
gion of the mixing layer. In order to eliminate any possible
effect of the initial instability, the boundary layer was
tripped; care was taken to assure that the initial boundary
layer satisfied all the criteria of a fully turbulent boundary
layer as outlined in Sec. IIIA.

The initially fully turbulent mixing layer undergoes an
instability and rolls up into well-identified coherent struc-
tures which then amalgamate as they advect downstream.
These structures are detected for the entire length of mea-
surement, i.e., for x = 3 m or 50006, . The average structure
passage frequency decreases with increasing x so that the
Strouhal number St,(=f,,0/U,) remains a constant
(=20.024) at all x. Here @ and 6, are the local and exit mo-
mentum thicknesses and U, is the free-stream velocity {25
m/sec). The coherent structures in the single-stream mixing
layer have been educed at different stages of their develop-
ment via an optimized conditional sampling triggered on the
peaks of a local reference # signal obtained from the high-
speed edge of the mixing layer.'*® The technique explained in
the preceding section for the axisymmetric mixing layer was
also found to be the optimum eduction technique for the
plane mixing layer. In contrast with the axisymmetric case,
the signals are better correlated between the high-speed and
zero-speed sides in the plane mixing layer. Since flow rever-
sal, associated with the passage of large-scale structures,
must be similar in both configurations, it is clear that the
poorer correlation in the axisymmetric case is not due to a
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flow reversal effect on the hot wire. Even though the zero-
speed side footprint is relatively stronger in the plane layer,
eduction based on the zero-speed side signal alone is still less
successful than that based on the extrema of the high-speed
edge signal. A joint criterion based on signal peaks on the
high- and zero-speed sides failed to noticeably improve the
eduction or even capture a specified phase of structure educ-
tion. Since a joint criterion was successfully used by
Browand and Weidman*® for eduction of a pairing phase at a
much lower Reynolds number Re;, it appears that while
complete pairing is typical at lower Reg, other complex
modes of interaction like partial and fractional pairings and
even tearing are involved at higher Re,. This was what Hus-
sain and Clark®® suggested. Contours of structure properties
like coherent vorticity, coherent production, and incoherent
Reynolds stress and intensities over the cross section of the
structure reveal that the structure formation and evolution
are complete before x = 5006, , beyond which the structure
achieves an equilibrium state in all measurable details.

In the formative region, the phase-average incoherent
Reynolds stress in the initially fully turbulent mixing layer is
found to be much larger than the coherent Reynolds stress;
both of these increase during the roll-up process, reaching
constant and comparable values at x 2 5008,. The peak co-
herent vorticity and coherent shear production associated
with the center of the equilibrium structure are about 50%
higher than the corresponding time-average peak values. It
is to be expected that these peak values have been smeared
out somewhat due to ensemble averaging of structures de-
tected from a signal at the high-speed edge only. However, it
is quite unlikely that the peak coherent vorticity is an order
of magnitude higher than the peak time-mean vorticity as
claimed by P. E. Dimotakis (private communication). In
fact, when the same eduction scheme was applied to educe
excited structures in the near field of a jet, where the struc-
ture properties were independently known via phase-locked
measurements, no smearing was found. These measure-
ments suggest that in the self-preserving state of the mixing
layer, incoherent turbulence is comparably important as co-
herent structures.

L. Coherent structure in self-preserving regions of
axisymmetric and plane jets

Large-scale coherent structures in the near fields of axi-
symmetric jets have been extensively studied by us and oth-
ers. Comparatively less is known about coherent structures
in the plane jet. The nature of the flow in the intermediate
region near the end of the potential core of both jets is quite
complex and has remained unexplored. Our success in educ-
ing the equilibrium structure in the plane mixing layer en-
couraged us to expect that the self-preserving region of the
plane and circular jets are quite likely to be characterized by
large-scale coherent structures. With this in mind the self-
preserving regions of axisymmetric and plane jets are being
investigated via flow visualization and hot-wire measure-
ments.

The existence of organized motions in the self-preserv-
ing region of the axisymmetric jet became apparent from
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preliminary measurements of space-time correlation data
and smoothed simultaneous velocity traces from a rake of
hot wires.?>® Figure 7(a) shows instantaneous velocity vec-
tors as a function of the radial distance and time. From these
partly smoothed velocity vector patterns, presence of large-
scale structures is apparent. However, successive structures
or their boundaries cannot be clearly identified because all
the incoherent motion has not been subtracted out. This is a
clear demonstration that a short-time sample (obtained visu-
ally or with a rake of sensors) in a plane can capture an
apparently coherent motion but not the details of a preferred
mode or even a characteristic structure. Conditional ensem-

(o)

/’W/-—M\“’W///////"\\”l \\\,y/// M\wnw//////////////////yr’*\\\\\
2 NN ””\\\\W 72\)/\“1\\\\ » Wl
< l..l\\ \\y/////////////“,u““l“///// ”“‘| ’l h e //// 'll\.”////l//;w///////ﬁ“‘ l‘llk,,/////r\\\l‘ll
10ty ,////m,/// i ;ll!m.,”,.nl/ .. g ”“”,, ,,,,, e M., el

I //~\\w~1\ *‘“\\um\*;//// Al

it Mot

“\\\\\”“\H\ \M‘\\\ il \\*’\\\\\ W I i J//

‘%“\\\\“"‘*\\ /’*\\\\\\\\\J "'\\\\\ \\\\\M /270

o} " L )

] I 222

O5Um1/rov5
mode (+1)
o © 004
0%
10 I’/I'—?\‘, %%é
\? [elold %\‘v';ﬁl
05 [ cozZ - ML
o0t
10 00 Yo

Unt/2r05

mode (+1)

00 o

Unt/2rpos

ble averaging is unavoidable in discarding incoherent mo-
tion and in educing the topological features of coherent
structures.

Figure 7(b) shows the educed coherent vorticity con-
tours obtained from an ensemble of 400 realizations which
were accepted after satisfying the conditions that the peak
vorticity is above a threshold and that the vorticity is phase
correlated between the two ends of the rake across a vorticity
peak.'*® (Thus, small, distorted, or weak vortices as well as
those radially shifted were discarded.) Note that the mode
(m =0, + 1, + 2)of the structure was determined instanta-
neously and only structures of the same mode were ensemble

mode (+1)

o o0 70

Unt/2105

mode (+|)

FIG. 7. Organized motion in the self-preserving region of an axisymmetric jet. (a) Instantaneous velocity vectors from seven X wires aligned radially at
x/D = 50, for Re,, = 6.5 10*, (b) Coherent vorticity nondimensionalized by the peak shear rate (JU /dy),.. - (c} Coherent transverse velocity 8,./U,,,. (d)

Coherent Reynolds stress (uv)/U?2,. (e) Incoherent Reynolds stress (,v,}/U?,. (f) Coherent production — («,v, YSY/{ULOU /...
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averaged after aligning on the structure centers, identified by
the peaks of large-scale coherent vorticity distributions. The
corresponding contours of transverse coherent velocity, co-
herent Reynolds stress, incoherent Reynolds stress, and co-
herent production are shown in Figs. 7(c)-7(f) respectively.
Figures 7(b)-7(f) relate to mode 1 structures. Note that all
quantities have been appropriately nondimensionalized by
the local centerline mean velocity U,, and the maximum
shear rate |dU /dy|...x- The convergence of the eduction
process is assured by the fact that ensemble averages of 200
and 800 realizations produce no noticeable change in the
contours in Figs. 7(b)-7(f) (based on 400 realizations). In
Figs. 7(b}-7(f), the + symbol indicates the structure center,
inferred from the peak coherent vorticity in Fig. 7(b).

The contours are consistent with a vortical structure
centered at the + symbol; compare these contours with
those obtained for the preferred mode at x/D = 3."*° Note
that by design, structures centered at the half-radius have
been captured and phase averaged. The structure front (i.e.,
the downstream side) is considerably more active than the
back (i.e., the upstream end). The radial outward ejection of
turbulent fluid at the front, which is much stronger than the
radial ingestion of ambient fluid at the back, is a primary
mechanism of jet mixing, a conclusion also reached on the
basis of flow visualization.’® The intense shear at the front is
also responsible for intense production of incoherent turbu-
lence at the front. Note that the peak values of coherent
Reynolds stress, incoherent Reynolds stress, and coherent
shear production is only about 20% higher than their time-
mean peak total values. These values are about the same at
x/D = 50 and 100, thus confirming the achievement of equi-
librium states of the structures. Of the three modes (m =0,
1, 2) educed, the helical mode (m = 1) is the most dominant;
the axisymmetric (m = 0) and double helix {m = 2) modes
occur about 40% and 60% as often, respectively. The left-
handed and right-handed helical modes occur at the same
frequency. The Strouhal numbers of the three modes (based
on local jet diameter and centerline velocity) are close to the
value of 0.5. Further details of the coherent structures for
different azimuthal modes in the self-preserving region of an
axisymmetric jet will be presented in the dissertation of
Tso."®

Visualization of the plane jet via smoke wires reveals
that the self-preserving region is characterized by coherent
structures which are three dimensional and have both
streamwise and spanwise vorticities.?®® Even though the de-
tails are yet to be established, the structures appear to be
quite different from those suggested by Moallemi and
Goldschmidt®*! and Mumford.”® The coherent structures in
the self-preserving region are being quantitatively explored
with a rake of X wires.

M. Taylor hypothesis applied to coherent structures

In many aspects of turbulence research, economy and
convenience dictate the use of a limited number of sensors
which are typically held stationary in the laboratory frame.
While these sensors provide time records of flow variables at
fixed spatial points, the interest is often in the spatial descrip-
tion of the flow field and the time evolution of a realization of
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a spatial description. The researcher thus has to endeavor to
deduce spatial description from temporal information from
a few stationary sensors. The classic example is the deduc-
tion of the wavenumber spectrum E (k ) from the measured
frequency spectrum E (f), in particular, one-dimensional spa-
tial spectra and structure functions from the corresponding
time functions. Taylor’®? hypothesized that the time history
of a flow signal from a stationary sensor can be regarded as
that due to advection of a frozen spatial pattern of turbulence
past the sensor with the mean speed U, i.e., u(x,?)
= u(x — Ut, 0), and Favre et al.”** were the first to experi-
mentally demonstrate its validity for grid turbulence. Its va-
lidity has been reexamined in many subsequent investiga-
tions (for example, see Refs. 264 and 265). The factors
contributing to errors in the Taylor hypothesis (i.e.,
d /3t = — U,3/9x) have been well explained.'**-'>? The er-
ror due to the hypothesis is expected to be quite large at the
smallest scales.'>*"'*° It is to be noted that even though the
hypothesis appears to be verified statistically via aircraft
flight measurements in the atmosphere,”®® a check of the
hypothesis on an instantaneous basis has not beeen possible
yet.
Two necessary conditions for the validity of the Taylor
hypothesis are'**'*!

Y ¢t and Y kv,

U dy
where k is the wavenumber; that is, the frozen turbulence
can be valid when the turbulence level is very small, and for
structures which are much smaller than the shear length
scale. Both of these are well satisfied in grid turbulence
where statistical verification has been made. On the other
hand, both of these are invalidated in shear flows, and thus it
is widely believed that Taylor hypothesis should not be valid
in shear flows. In particular, these conditions suggest that
the Taylor hypothesis would be grossly inappropriate in case
of coherent structures in turbulent shear flows. This moti-
vated us to attempt a direct test of the Taylor hypothesis on
an instantaneous basis.

The unavoidable use of the Taylor hypothesis in the
studies of coherent structures'*®'**'* introduces errors
which appear in the computation of coherent vorticity £2, at
two levels: first, in the computation of quantities as functions
of time where longitudinal gradients are involved; and sec-
ond, in converting data in the (¢, y) plane to spatial distribu-
tions. Both levels are involved in the measurements of
£2.(x, y), (S )x, y), (P )x, p), etc. The second-level error oc-
curs in the deduction of the spatial description of properties
like (u v, ) and (u;)'/. The errors introduced by the differ-
ent choices of U in the hypothesis have been quantitatively
evaluated by first obtaining the actual spatial distributions
through phase-locked measurements without using the hy-
pothesis (Sec. VIIB) and then obtaining the spatial distribu-
tions through the Taylor hypothesis. Furthermore, the spa-
tial distributions of the terms neglected by the hypothesis
have also been evaluated.

To summarize, contrary to the analytical predictions,
the Taylor hypothesis works very well in turbulent shear
flows when advection of single structures is involved, pro-
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vided that the advection velocity of the structure center only
is used for U, everywhere across the structure. When non-
linear interactions like pairing or tearing are involved, no
choice of U; is satisfactory. For a typical shear flow, use of a
constant value of U, equal to the average of the velocities
across the shear region, everywhere across the shear region is
the least objectionable choice. The popular use of the local
time-average velocity U introduces unacceptably large dis-
tortions. Only the terms associated with incoherent turbu-
lence are insignificant; however, the terms associated with
the coherent motion but neglected by the hypothesis are sig-
nificant; in particular, the pressure term cannot be neglect-
ed. For further details, see Ref. 157.

N. Negative production

Much has been made of the fact that in some shear flows
{for example, the wall jet or a channel with unequal rough-
nesses on the two walls), the maxima of the slope of the mean
velocity profile and the time-mean Reynolds stress do not
coincide, thus producing a region of counter-gradient pro-
duction, called negative production. Even though this
neither violates any basic principle nor should be particular-
ly surprising, this is a clear example of the failure of the
gradient transport hypothesis in the time-mean field and as
such has been viewed by many as a curious pheno-
menon.267—270

Our experience suggests that negative production is a
simple consequence of coherent structures in turbulent shear
flows. While other possible configurations may also be in-
volved, negative production has been found to occur for fwo
specific coherent structure configurations: namely, when a
particular orientation of a single coherent structure or a par-

ticular stage of structure interaction like pairing occurs suc-
cessively at the same location.

As an example of the first configuration, consider the
cross section of a vortex tube. For the sake of this discussion,
whether the vortex is turbulent or even viscous is of no con-
sequence. If the cross section is circular, it should be clear
from orientations of velocity vectors (tangential to the cir-
cles) that the coherent Reynolds stress # . will have four-
lobed clover-leaf type distributions: two positive {counter-
gradient) and two negative (co-gradient) distributions as
qualitatively shown in Fig. 8. The areas and peak values of
the four will be equal.

The coherent structure in a turbulent shear flow is sel-
dom of circular cross section. In its early stage of formation,
a structure is typically a spiral of vortical fluid, the irrota-
tional external fluid being trapped or entrained into the spi-
ral. Thus, the instantaneous topology is quite complicated
due to folds, connection to braids, and continual deforma-
tion under shear. Consider the simplistic case of an elliptic
cross section inclined with the flow direction. It is clear that
the four regions of #_ D, in this case will not be equal in area or
in the peak values. Depending on the inclination of the major
axis of the ellipse with the flow direction, either the cogra-
dient or the countergradient Reynolds stress will dominate.
This is a straightforward kinematical consequence and has
always been obvious perhaps to anyone who has drawn
phase-average streamlines of a coherent struc-
ture 2>30133:145199 This point was also emphasized by
Browand at an American Physical Society Lecture in 1980.
However, it is important to emphasize two points which have
been overlooked in this connection. In order to understand
the coherent Reynolds stress (and production) in the labora-

~

FIG. 8. Coherent Reynolds stress & b, distribu-
tions for three orientations of the structure.
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tory frame, one must draw contours of
UV +Ub, +a.V+iab. That is, the contours of
UV + U, + 1,V must be superimposed onto the contours
of #2,5, shown in Fig. 8. There will be orientations when the
combined contours of UV + U, + a1V + .0, will have
net countergradient contributions. Call such an orientation
a negative-production orientation. The second point to be
made is that if successive structures acquire this orientation
at random locations, the total time average may still be of the
cogradient type. In order for negative production to occur
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(i.e., on a time-average basis), successive structures must re-
peat this orientation at around the same streamwise location.

The second situation when negative production can oc-
cur is vortex pairing. Detailed data®® show that the flow re-
gion consists of different regions of positive and negative
total coherent Reynolds stress (wv) =UV 4 @V
+ Ub, + ... Figures 9(a)~9(d) show the spatial distribu-
tions of coherent Reynolds stress for four successive stages of
vortex pairing in the axisymmetric mixing layer. The cores
of the two pairing vortices are identified by the + signs.
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FIG. 9. Reynolds stress distributions during pairing. (a)-(d) Coherent Reynolds stress distribution in four successive stages 1—4 during pairing in an
axisymmetric mixing layer. The + indicate vortex centers. (a} stage 1, (b) stage 2; (c) stage 3; and (d) stage 4. (¢) Zone-average coherent Reynolds stress u.,
over the spatial extent of the pairing vortices for stages 1-4 shows in Figs. 9(a)~{d). (f) Profile through the structure center of coherent and incoherent

Reynolds stresses at stage 2 of pairing corresponding to Fig. 9(b).
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Note that the regions of positive and negative {uv) vary con-
siderably with the stage of pairing. The cogradient Reynolds
stress is a maximum at stage 1, i.e., at a very early stage of
pairing. At stage 4, the countergradient (xv) is dominant.
Thus, the zone-average coherent Reynolds stress may have
either sign depending on the stage or phase of pairing [Fig.
9(e)]. The relative importance of the coherent and incoherent
Reynolds stresses during the vortex pairing process is com-
pared in Fig. 9(f). It is clear that during pairing of laminar
vortices, virtually the entire Reynolds stress is due to the
coherent Reynolds stress. However, soon after pairing, tran-
sition sets in and the coherent and incoherent Reynolds
stresses become comparable. It should be clear that if vortex
pairing happens to be stabilized, i.e., if successive pairings
occur at the same location, then the time-average value &?
will also be of the countergradient type and the flow will
have a region of negative production. This was demonstrated
first in Ref. 20 and subsequently explained in detail in Ref.
29.

Contours of time-average Reynolds stress in an axisym-
metric mixing layer are shown in Fig. 10(a) and the corre-
sponding excited shear layer with stable vortex pairing in
Fig. 10(b). Not only is there a region of negative production
(at x ~ 2D}, but also the mean-flow field is highly distorted in

the presence of stable pairing; compare U /U, = const and
UV, lines in Figs. 10(a) and 10(b). This is an example of
strong influences of structure interaction on the time-aver-
age flow field, especially when the interaction for successive
structures is fixed in space. The spatial distribution of the
incoherent Reynolds stress (#,v,) at a phase of the pairing
event (occurring at x~1.5D )is shown in Fig. 10(c). Note that
the (u,v,) distribution has a minimax distribution at struc-
ture centers (identified by the + signs), as suggested by Eq.
{4). In the fully developed state of the mixing layer, random
locations of successive interactions, as well as comparatively
weaker interactions, will fail to manifest such a profound
effect on the time-average flow field. In an independent
study of localized shear-layer excitation, rather than bulk
excitation, negative production associated with pairing has
been demonstrated.'*

0. Is the Reynolds number similarity hypothesis valid?

Reynolds number similarity®*®! has been and still is
perhaps the most fundamental hypothesis in turbulence; yet
this presumably sacred principle is questionable. It is inter-
esting to note that Reynolds number similarity, perhaps first
coined by Townsend,** means just the opposite of what it is
supposed to mean.>?
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FIG. 10. Spatial distribution of the Reynolds stress in the axi-
~ symmetric mixing layer. (a) Unexcited uv/U?, (b) uv/U? for
excitation-induced stable pairing, and (¢) phase-average inco-
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The Reynolds number similarity (or asymptotic invar-
iance) is different from self-preservation (or local invar-
iance). The latter is a statement of achievement of dynamical
equilibrium and is not unlike the concept of the limit cycle in
nonlinear dynamics. In a shear flow where Reynolds num-
ber increases in x, Reynolds number similarity typically im-
plies self-preservation and not vice versa. For example, even
at moderate Reynolds numbers, when similarity is not ex-
pected, mean profiles of shear layers show self-preservation
for x/6, R 400. However, all time-average measures in the
apparently self-preserving region of an axisymmetric shear
layer are found to be functions of the initial condition as well
as amplitude and frequency of excitation. Coherent struc-
ture details also display similar dependence.

Even though there appears to be a universal belief in
Reynolds number similarity, there has not been any conclu-
sive evidence of it, nor has there been any study to critically
examine it. It may be that the Reynolds number similarity is
indeed an asymptotic concept, unachieveable in any finite
length of the flow.

How large should the Reynolds number be in order for
the similarity to hold? This question remains unanswered.
For the sake of convenience in eduction and/or flow visual-
ization, many coherent structure studies have been per-
formed at very low Reynolds numbers (for example, see
Refs. 18, 19, 22, 48, 254 and 271}. One must guard against a
straightforward extrapolation to higher Reynolds numbers,
even though many researchers frequently tend to do so. In
the case of jets, our experience suggests that the detailed
features of jets at Reynolds numbers significantly below 10°
may not be totally relevant to high Reynolds number jets;
this conclusion independently follows from jet noise data.?*’

The underlying concept in the similarity hypothesis is
that the flow is dominated by large scales, which remain
unaffected with increasing Re, that can only affect the fine
scales. The increasing separation of the length scales of large
and fine scales with increasing Re suggests decoupling of the
two scales at high Re. This scaling argument thus suggests
that turbulence is independent of Re when Re is large. How-
ever, in a turbulent shear flow, the large and fine scales are
not really decoupled. When coherent structures are consid-
ered, smaller scales are produced in regions of intense shear
within coherent structures and are concentrated in preferen-
tial regions of coherent structures;?®!0%13%140.147-149,157 ¢p ¢
is, incoherent turbulence is produced and spatially orga-
nized by coherent structures in a turbulent shear flow (see
Sec. IVA). (It is interesting to note that even without recog-
nizing coherent structures, Kolmogorov specifically includ-
ed the coupling between large and fine scales in his refined
theory.?’**’%) The question of Reynolds number similarity
needs a careful investigation.

Viil. CONCLUDING REMARKS

Accumulated results from many investigations in re-
cent years suggest that coherent structures are characteristic
features of many, perhaps all, turbulent shear flows. Since
these appear to be associated with significant turbulent
transport, any viable turbulence theory must take these into
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account. No such theory has been proposed, nor is any in
sight. Theoreticians shouid feel encouraged to focus some
effort in this direction and utilize the comparatively substan-
tial experimental data generated on coherent structures in a
number of turbulent shear flows.

Even though coherent structures are the objects of in-
tensive contemporary investigations, there is as yet no agree-
ment on what is precisely meant by a coherent structure. An
effort is made here to define a coherent structure on the basis
of coherent vorticity and delineate the consequences of such
a definition. While it has been suggested that perhaps alter-
native definitions are possible,®® the definition presented
here appears to us to be the optimum. Two alternative ap-
proaches to the decomposition of turbulent signals for educ-
ing coherent structures and describing their behavior are
presented in the Appendix, where the interpretations of dif-
ferent terms resulting from the two approaches are reviewed.
It is clear that either approach is confronted with the closure
problem. The ciosure problem in the double decomposition
is analogous to the closure problem resulting from the classi-
cal Reynolds averaging except that now closure is required
in the time-dependent (phase-average) coherent flow field.
Even simplistic approaches like the gradient transport hy-
potheses in the coherent flow field should provide significant
improvements over similar hypotheses in the time-average
flow. While there are many examples of failure of the gradi-
ent transport hypothesis in the time-average flow field as to
be expected, no example has yet been cited for its failure in a
phase-average field. The gradient transport hypothesis
should work well in the coherent field.

The triple decomposition is intuitively attractive, but
suffers from the limitation that the coherent structure is
treated as a perturbation superimposed on the time-average
flow, which, however, is a result of many coherent struc-
tures. That is, a coherent structure is not a mere perturbation
of the flow; in some cases, it is the flow. On the other hand,
the double decomposition does not recognize the primary
source of kinetic energy and thus cannot address the growth
or survival of coherent structures. This may be better suited
for flows without a free stream or a source flow like in far
fields of jets.

The excitement engendered by the coherent structure
concept is based on the expectation that these quasideter-
ministic structures should be representable mathematically,
and thus turbulent shear flows will be tractable analytically.
However, it is not clear if the conventional approach of anal-
ysis by substitution of a decomposition of Eularian field var-
iables into the Navier—Stokes equations holds any hope. Per-
haps, a quasi-Lagrangian approach would be helpful. For
example, if the structure mation is represented in a coordi-
nate system fixed to the structure center, the time evolution
of the flow (say, a collection of structures) can be prescribed
analytically. Thus, a quasi-Lagrangian description of the
motion can be represented as

~
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where D, /Dt is the material derivative following a particle
in the coherent motion field in a coordinate system advecting
downstream with the structure. U, is the convection velocity
of the coherent structure center. Even this approach suffers
from a number of constraints. The convection velocity U,
varies from structure to structure, and for a given structure,
it varies randomly and considerably in magnitude and direc-
tion. The measurement of the convection velocity of a struc-
ture center during its trajectory in the three-dimensional
space is itself a challenge.

Another problem that arises is the fact that the lifetime
of a coherent structure seems to decrease with increasing Re,
when a structure appears to undergo fairly rapid evolution-
ary changes through complex interactions like tearing and
fractional and partial pairings. Only in the initial stages of
instability {or in unique situations like the Karman vortex
street) is the survival time sufficiently long. Thus, a viable
theory must accommodate direct interactions (like pairing
and tearing) and indirect interactions (like mutually induced
motions).

Considering all these, it is not at all clear that a collec-
tion of deterministic coherent structures can be assumed to
represent a shear flow turbulence. While in the initial stages
of formation, the structures are dominant and can, therefore,
possibly represent most of the total effect of turbulence,
these structures do not account for most of turbulence tran-
port in fully developed flows. It does not appear very likely
that the coherent structure approach is going to solve the
turbulence closure problem or even significantly help in ac-
ceptable predictions of technological flows. A prospective
approach/hope appears to lie with numerical simulation.
Both subgrid-modeled computations and models based on
discrete point vortices appear to be amazingly successful.
Empirical input will continue to be needed for directing and
calibrating numerical experiments. The complete solution of
the time-dependent Navier-Stokes equation in three dimen-
sions with realistic boundary conditions is still in the distant
future.

The presence of coherent structures everywhere in a
turbulent shear flow suggests a sequence of formation, evo-
lution, and decay of each structure. The decay may be via
interaction with other structures or via turbulent diffusion
by the incoherent turbulence. While the formation of a co-
herent structure is obviously an instability mechanism, there
is no clear understanding of this mechanism. We have ar-
gued that formation of a coherent structure in the fully tur-
bulent state of the flow cannot be understood by studying the
instability of the time-mean profile. Apart from the fact that
the instability of a fully turbulent shear flow is inherently
nonlinear, the linear instability analysis appears question-
able on another count. The instability analysis of even an
instantaneous profile, let alone the time-mean profile, will be
hardly relevant because the profile changes wildly and with
time scales comparable to that of the disturbance. When a
structure results from strong interactions (like tearing and
complete, partial, or fractional pairings}, as is often the case,
the structure formation mechanism has no relevance to the
instability analysis of a static mean profile (even if it were
with a structureless, fine-grained turbulence). One must then
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at least include the unsteady effect, as the instability of the
same profile when unsteady can be quite differ-
ent®619%275-278 from that when it is steady.

There have been suggestions that coherent structures in
fully developed turbulent flows occur in groups or patches
with periodic spacing within each group;”**® no explanation
has been suggested for this periodicity. It is possible that
each instability triggers a few adjacent periodic structures or
the destabilizing disturbance occurs for a few periods at a
time. No flow visualization, however, has yet revealed the
occurrence of such groups of periodic structures.

Many simple questions regarding coherent structures
still remain unanswered. Do all turbulent shear flows consist
of the same coherent structure module which serves as the
building block? The coherent structures in one class of flows
tend to differ from another class. For example, the structures
in each of the turbulent boundary layer, the plane mixing
layer, the plane jet, the axisymmetric jet, and the wake are
different from others. Does each flow have a unique coherent
structure? Each flow appears to have more than one domi-
nant type of coherent structure; for example, the axisymmet-
ric jet flow has a variety of azimuthal modes (m =0, + 1,

+ 2, etc.). Also, the same flow may have a different struc-
ture in a different region; for example, near and far fields of a
plane jet or a plane wake appear to have different preferred
modes. How often do these structures occur? The frequency
of occurrence depends on the flow and the region of a given
flow. Following the rollup in a free shear flow, coherent
structures occur adjacent to each other, perhaps each forma-
tion triggering the nascent state of the next. They become
less frequent farther downstream, say near the end of the
potential core of a jet. In the turbulent boundary layer, or in
the self-preserving region of jets, structures can occur less
frequently.

Note that the measured frequency of occurrence of a
coherent structure is a strong function of the detection
scheme. The stricter the detection criterion, the lower will be
the percentage of the population captured. This percentage
will decrease with increasing distance downstream. The fre-
quency of occurrence of coherent structures is indeed high
even in the fully developed states of turbulent shear flows as
is evident fron an instantaneous map of coherent vorticity in
the (y, £ ) plane. However, to determine their dynamical sig-
nificance, coherent structure properties must be determined
from ensemble average of structures captured via a fine-
tuned detection scheme. The phase alignment required for
the ensemble average is best achieved by using the structure
centers for phase reference.

While there is little doubt about the occurrence of co-
herent structures in perhaps all turbulent shear flows, the
key question remains: How significant are these structures?
If these structures do not play highly important dynamical
roles then, perhaps, their occurrence notwithstanding, the
computors and theoreticians could be spared the effort of
finding ways to incorporate them explicitly. However, if
these structures are dynamically highly significant, a theory
of shear flow turbulence must be a theory of coherent struc-

tures.
If these structures are dynamically significant, then
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they must be responsible for most of what turbulent shear
flows do, for example, transports of heat, mass, and momen-
tum and aerodynamic noise production. These structures
will be dynamically important if one can show that most of
the Reynolds stress and turbulence production are associat-
ed with coherent structures. Translated to measurable quan-
tities, coherent Reynolds stress and production must exceed
significantly the time-average total Reynolds stress and pro-
duction.
Even though many researchers have made bold specu-
lations that the coherent structures are highly significant
and are all that matter in turbulent shear flows, hard data
backing up these claims are very rare. To my knowledge,
detailed data addressing the dynamical significance of co-
herent structures have been taken almost exclusively in our
laboratory (for example, see Refs. 29, 36, 109, 133, 140, 147
149,157,221, and 246). (Some limited data have been report-
ed by Browand™.) Our measurements include detailed spa-
tial distributions over the structure cross section of coherent
vorticity, coherent strain rate, coherent Reynolds stress co-
herent production, incoherent Reynolds stress, and turbu-
lence intensities, etc. These data for coherent structures oc-
curring naturally as well as induced via controlled excitation
show that coherent structures play important dynamical
roles in turbulent shear flows; however, these are not always
as dominant as speculated. While these are dominant only
during their formative, posttransition stage or in situations
of resonance, these are not dominant in the fully developed
states of turbulent shear flows. (Coherent substructures play
a dominant role in the wall layer everywhere in a turbulent
boundary layer.) Detailed data in a number of flows show
that the peak values of coherent Reynolds stress, coherent
production, and coherent vorticity are of the order of the
peaks of their total time-average values. Contrary to the
claims that the coherent peak values must be an order of
magnitude higher, these are typically no more than twice the
time-average peak values. Smearing cannot be blamed for
the measured peak values being low (in contrast with the
expectations of some) because the eduction technique has
been carefully validated to produce minimal smearing; the
ratios of the measured peak values of coherent Reynolds
stress, coherent production, and coherent vorticity to the
corresponding time-average peak values are found to be the
same even when jitter (hence smearing) has been eliminated
via controlled excitation®*'%%13>140.14% and the same quanti-
ties are independently measured via phase-locked measure-
ments. Independent experiments in a few excited and unex-
cited free shear flows have produced comparable values of
these ratios in the fully developed states. Our eduction
scheme based on alignment of structures with respect to the
structure centers both in transverse and streamwise direc-
tions guarantee a minimal amount of smearing. No matter
how stringent the eduction criteria, the peak values of coher-
ent Reynolds stress and coherent production are comparable
to the corresponding peak values of time-average totals in
the fully developed states of turbulent shear flows.
Once again, coherent structures are integral to perhaps
all turbulent shear flows; they are significant, but not neces-
sarily the predominant, features of turbulent shear flows.
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They can be predominant in especial situations such as tran-
sitional and resonant situations or near the wall of a turbu-
lent boundary layer. The incoherent turbulence is compara-
bly important in the fully developed states of turbulent shear
flows, where its role cannot be ignored.
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APPENDIX: GOVERNING EQUATIONS WITH TRIPLE
AND DOUBLE DECOMPOSITIONS
A. Triple decomposition

Substitution of (2a) for each variable into the governing
equations for incompressible flow and carrying out first the
phase average and then the time average produce the corre-
sponding continuity and momentum equations for the three
component fields:

U, i, _ u

i — r — O, (Ala)
ox, ox; Ix,
Dy _op, 13U
Dt ' ox; Re dx;dx;
3 _ -
+ —(— UlUy — UU ), Alb
3, ( . . (Alb)
D ap P,
L= Fe g L 9 yg)
Dt Ix; Re 0dx;0x; ax;
+ — ﬂciac' - aciac'
Ix; ( / )
9  —
+ uu,, —(u,u,)), Alc
3, (uu,; — u,u,)) (Alc)
Eu = — 9& + _1__ azu’i
Dt " ox; Re dx;dx;
Jd . -
- E‘X_j'(ucjur‘i + (]iuly' + uciurj)
ad
- T \uu,; — Uu,;)). Ald
o (w,u,; — (u,u,;)) (Ald)
Here,
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D_9 49

Dt ot ox,
is the derivative following a fluid particle in the time-average
flow field. Note that summation is not implied by the sub-
scripts ¢ and r, which identify coherent and incoherent (ran-
dom) components, respectively. In this derivation, use is
made of the notions that (i) the phase average of the time
average is just the time average, (ii) the phase and time aver-
ages of the incoherent field have zero values, and (iii) the
coherent and incoherent motions are uncorrelated, i.e.,
£.8, = (f.g,) = 0. The interpretations of each term in Egs.
(A1bj—{A1d) should be fairly obvious. Note that each of the
three fields independently satisfy the equation for isochoric
motion. There is a hierarchy of momentum transports in-

(Ale)

volved: — @i, u,and — u,,-u,j are the contributions of the

coherent and incoherent motions to the mean momentum
field. The modulations in these two terms due to the coher-
ent motion contribute to the coherent field momentum. The
interaction of the incoherent field with the time-average and
coherent fields, in addition to the self-interaction, instanta-
neously contributes to the incoherent field momentum. The
instantaneous momentum transport due to the incoherent
field —u,u,; = r; can be viewed as having three compo-

nents: Ru, Rc,j, and R, i.e.,

ry =R, +R. +R,, (A2a)
where

R;= — u,u,, (A2b)

R, =— (u,iu,j> + uyu,, (A2c)

R, = —u,u,; +{uu,), (A2d)
ie.,

Fy =Ry (r)) =R, +R,. (A2¢)

The contribution of incoherent turbulence to the mean mo-
mentum fieldis R, j» to the coherent structure field is Rc,j ,and
to the incoherent field itself is R,;. It is clear that the three

fields are strongly coupled and the wunknowns like
R, R R,;,and @i, must be expressed in terms of other

ijs Fheijs

variables in order to solve for the three velocity and pressure
fields. The corresponding vorticity equations are

D vy, 1 P
=0, =40, 4+ —
D ox; Re dx,dx,
a = ——
+ — U, U, w
Ix; ( ! =2
+ ——( uriwrj ur]a) ) (A3a)
X
D au, au,; 1 o,
D, =0 0. —
Dr T g T Re Ix, %,
+ _‘i(gciad — U0,)
Ox;
a
__‘9_({461_5)“. — B,) —— #,42,)
8xj ox;
+ ——(<url ) w’j)

I

2846 Phys. Fluids, Vol. 26, No. 10, October 1983

- _(<urjwr1> - urjwri )! (A3b)
ox;
D -~ auri (9 ~
o7 =(4 +wcj)'£ + o, K(U,- + i)
32 ri
_1— “ - I“j ('Q + w(‘l)
Re Jx,dx, 6
. Ow, d
—Uu, + — o, — (U0,
7 Ox, ax; 4@y =< )
d
- — (w0, — (urjwri J. (A3c)
ox

J

Note that Egs. (A1) and (A3), which could be further simpli-
fied, are nondimensionalized by appropriate velocity and
length scales U, and L, sothat Re = U L /v is the appropri-
ate Reynolds number. Pressure is nondimensionalized by
pUL.

The complexities of the Eqs. (A1) and (A3} do not per-
mit a direct appreciation for the interaction between the
three fields. However, some further insight can be obtained
from a consideration of the energetics. Since the total kinetic
energy must be equal to the sum of the average kinetic ener-
gies of the three fields,

Juu, =4 U U +4 i, +iuu,, (Ada)
E & e
DE oPU, - au, — au;
_=_—_(_uciucj)——(_ ri ry)
Dt Ix; ox; 0x;
N~
I 11
3 -
— — | Ul + u,u,
axj [ ( ) J)]
+ L9 w5, -5 (Adb)
Re Jx;
_Dg = — _‘9_[ g,([, Lf, 5 )]_ ﬂ.ﬁ.___aU’
Dt axj [+} < 2 ct ct ct [} axj
\‘—w
-1
di,; 3
-\ Uyy) —— | — - uc: U,u
(\ <_ g Jx; ) 8xj( o (uyuy) 2))
111
1 d .. z .
+ —— uciSci' - €, Adc
Re 9dx; ( s) (Ade)
_ U,
_Pi = - —é—[ uri( r +_l”uriuri)] - url'u'j ol
Dt ox; 2 ax;
-1
{u,u Jit i —é—<—1—u u >
ri axj cj axj 2 ri%re
—II1
L9 w5 (Add)
Re dx;
where
- au, aU, - A, du,
Sfj = — — cij = + —= ’
Ix; ax Jx; ox;
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au,, du,;

S, = Bx: —(—9—;’— (Ade)
and

€=(1/2Re)S;S;, & =(1/2Re)S,;S.;,

€, =(1/2Re}) S, S, S i (A4f)

are the dissipations in the three fields. Once again, no sum-
mation is implied by subscripts ¢ and r. In each of the equa-
tions, the first, fourth, and fifth terms represent the transport
(redistribution) of energy within the flow as their integrals
over the entire flow region are zeroes. The first represents the
flow work and the fifth reversible viscous work. The term
identified as I represents the production of coherent kinetic
energy by the action of the average coherent Reynolds stress

— U,U,; u,u, — i,i;against the mean strainrate SC,J /2.
The same term appears as a source term in the equation for
coherent kinetic energy. Similarly, the term identified as 11

represents the production of incoherent turbulence by the

action of the incoherent Reynolds stress — m against
the mean strain rate. The same term appears as a source term
in the incoherent kinetic energy equation. The coherent mo-
tion also can produce incoherent turbulence by the action of
the phase-average incoherent Reynolds stress —u,u,

against the coherent strain rate SC,J /2. Note that this term III

appears as a source term in Eq. (A4d).

B. Double decomposition

Substitution of the decomposition (3a) in the governing
equation and then taking the phase-average yields
aucl _ auri

=0, (ASa)
Ix; Ix;
2 g, Fu,,
iud = — & + __l_i_ — i(“n‘urj , (ASb)
Dt ax, Re dx,dx, ox;
b _ % 1 Pu o
Dt " ox; Re dx,dx, 7 9x;
d
— —(uu,, — (u,u,;)), ASc
o (1, — (u,u,)) (ASc)
D du,, 1 o,
__a) i fry a)c_ .
Dt 7 9x; Re 9x,dx,
d
+ = U,@,) — \U,;0,}) Asd
o (u,0,) — (u,0,)) (AS5d)
Dt " ox 7 ox; Re dx,dx,
dw,; J
- i . 4 iur - il
a
+ — DU, — Uil ASe
o, (@, (@,4,)) (ASe)
where

Dt a7 ox

is the material derivative following a fluid particle in the
coherent flow field. Once again, no summation is implied by
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subscripts ¢ and r. The corresponding kinetic energy and
Reynolds stress equations are
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D 2
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In Eq. (A6a) the terms denote. I, coherent pressure work, II,
coherent production of incoherent turbulence, 111, coherent
energy transport by incoherent turbulence, IV, reversible
viscous work by coherent motion, and V, irreversible viscous
work by coherent motion (i.e., coherent dissipation). The
terms in Eq. (A6b), which results from contraction of Eq.
(Aé6c) denote: I', incoherent turbulent kinetic energy trans-
port by pressure and normal stresses, IT', coherent produc-
tion of incoherent turbulence, III’, reversible viscous work
by incoherent turbulence, and IV’, incoherent turbulence
dissipation. For further discussion, see Ref. 129.

'H. W. Liepmann, Am. Sci. 67, 221 (1979).

’G. K. Batchelor (private communication, 1982).

*S.J. Kline, W. C. Reynolds, F. A. Schraub, and P. W. Runstadler, J. Fluid
Mech. 30, 741 (1967).

*S. C. Crow and F. H. Champagne, J. Fluid Mech. 48, 547 (1971).
*G. L. Brown and A. Roshko, J. Fluid Mech. 64, 775 (1974).

A. K. M. F. Hussain 2847

Downloaded 20 May 2008 to 128.178.144.79. Redistribution subject to AIP license or copyright; see http://pof.aip.org/pof/copyright.jsp



®J. A. B. Wills, J. Fluid Mech. 20, 417 (1964).

’G. M. Corcos, J. Fluid Mech. 18, 353 (1964).

*W. W. Willmarth and C. E. Wooldridge, J. Fluid Mech. 11, 187 (1962).

“M. T. Landahl, J. Fluid Mech. 29, 441 (1967).

A, K. M. F. Hussain and W. C. Reynolds, J. Fluid Mech. 54, 241 (1972).

""W. R. B. Morrison and R. E. Kronauer, J. Fluid Mech. 39, 117 (1969).

2T, R. Heidrick, S. Banerjee, and R. S. Azad, J. Fluid Mech. 81, 137({1977).

'*0. M. Phillips, J. Fluid Mech. 106, 215 (1981).

'“P. Plaschko, J. Fluid Mech. 92, 209 (1979).

'*M. E. Goldstein, J. Fluid Mech. 91, 601 {1979).

'*M. E. Goldstein (private communication, 1982).

M. Gaster, E. Kit, and I. Wygnanski (submitted to J. Fluid Mech., 1982).

"¥C. E. Winant and F. K. Browand, J. Fluid Mech. 63, 237 (1974).

'“F. K. Browand and J. Laufer, Turbulence in Liquids (University of Mis-
souri, Rolla, 1975), p. 333.

XA, K. M. F. Hussain and K. B. M. Q. Zaman, Lect. Notes Phys. 75, 31
{1978).

2'C. Chandrsuda, R. D. Mehta, A. D. Weir, and P. Bradshaw, J. Fluid

Mech. 85, 693 (1978).

2A. E. Perry and T. T. Lim, J. Fluid Mech. 88, 451 (1978).

3G. R. Offen and S. J. Kline, J. Fluid Mech. 62, 223 (1974).

“E. R. Corino and R. S. Brodkey, J. Fluid Mech. 37, 1 {1969).

SA. K. Praturi and R. S. Brodkey, J. Fluid Mech. 89, 241 (1978).

“R. E. Falco, presented at the 13th AIAA Fluid and Plasma Dynamics

Conference, Snowmass, Colorado, July 14-16, 1980, No. 80-1356.

M. R. Head and P. Bandyopadhyay, J. Fluid Mech. 107, 297 (1981).

M. Gad-el-Hak, R. F. Blackwelder, and J. J. Riley, J. Fluid Mech. 110, 73
(1981).

*A. K. M. F. Hussain and K. B. M. Q. Zaman, J. Fluid Mech. 101, 493
(1980).

WE K. Browand and P. D. Weidman, J. Fluid Mech. 76, 127 (1976).

“'A.J. Yule, J. Fluid Mech. 89, 413 (1978).

2B. Cantwell, Ann. Rev. Fluid Mech. 13, 457 {1981}.

*M. A. Herman and J. Jimenez, J. Fluid Mech. 119, 323 {1982).

1. Wygnanski, Lect. Notes Phys. 136, 304 {1980).

H. E. Fiedler, B. Dziomba, P. Mensing, and T. Rosgen, Lect. Notes Phys.
136, 219 (1980).

K. B. M. Q. Zaman and A. K. M. F. Hussain, J. Fluid Mech. 103, 133
(1981).

TW. T. Ashurst, Turbulent Shear Flows (Penn. State U. P., University Park,
PA, 1977), p. 1143,

*E. Acton, J. Fluid Mech. 98, 1 (1980).

*P. Moin and J. Kim, J. Fluid Mech. 118, 341 (1982).

403, J. Riley and R. Metcalfe, Presented at the 13th AIAA Fluid and Plasma
Dynamics Conference, Snowmass, Colorado, July 14-16, 1980, No. 80-
0274.

41G. M. Corcos, Lect. Notes Phys. 136, 10 (1980).

*2B. Coiiet, 0. Buneman, and A. Leonard, Turbulent Shear Flows (Imperial
College, London, 1979), p. 1429.

4D. D. Knight and B. T. Murray, Lect. Notes Phys. 136, 62 (1980).

“IA. Leonard, Lect. Notes Phys. 136, 119 (1980).

“H. Aref and E. D. Siggia, J. Fluid Mech. 100, 705 (1980).

“°A. B. Cain, W. C. Reynolds, and J. H. Ferziger, Turbulent Shear Flows
(University of California, Davis, California, 1981).

473. P. Schon, F. Danel, J. P. Melinand, C. Rey, and G. Charnay, Sympo-
sium on Turbulence (University of Missouri, Rolla, 1979), p. 99.

“p_E. Dimotakis, F. D. Debussy, and M. M. Koochesfahani, Phys. Fluids
24, 996 (1981).

“°R. Meynart, Phys. Fluids 26, 2074 (1983).

S0A. K. M. F. Hussain and A. R. Clark, J. Fluid Mech. 104, 263 (1981).

$13. L. Lumley, in Transition and Turbulence, edited by R. E. Meyer (Aca-
demic, New York, 1981}, p. 215.

52A. Michalke (private communication, 1980).

38, Corrsin (private communication, 1982).

S4A. A. Townsend, The Structure of Turbulent Shear Flow (Cambridge U.
P., Cambridge, 1956).

%H. L. Grant, J. Fluid Mech. 4, 149 (1958).

363, F. Keffer, J. Fluid Mech. 22, 135 (1965).

*7F. R. Payne and J. L. Lumley, Phys. Fluids Suppl. 10, S194 (1967).

8. Corrsin, NACA Wartime Reports No. 94, 1943,

**A. Roshko, NACA Report No. 1191, 1954.

*°E. R. Lindgren, Ark. Fys. 12, 1 (1957).

©'J. Rotta, Ing. Arch. 24, 258 (1956).

°*H. W. Emmons, J. Aero. Sci. 18, 490 (1951).

%3S, Dhawan and R. Narasimha, J. Fluid Mech. 3, 418 {1958).

[ )

2848 Phys. Fluids, Vol. 26, No. 10, October 1983

“J. W. Elder, J. Fluid Mech. 9, 235 (1962).

L. 8. G. Kovasznay, H. Komoda, and B. R. Vasudeva, Proceedings of the
Heat Transfer and Fluid Mechanics Institute (Stanford U. P.. Stanford,
CA, 1962}, p. 1.

*®G. B. Brown, Phys. Soc. 47, 703 (1935).

“’A. B. C. Anderson, J. Acoust. Soc. Am. 26, 21 (1954).

™S. Corrsin, Proceedings of the First Naval Hydro Symposium [National
Research Council, Washington, 1957), p. 373.

*F. R. Hama and J. Nutant, Proceedings of the Heat Transfer and Fluid
Mechanics Institute (Stanford U.P., Stanford, California, 1963), p. 77.

"°H. P. Bakewell and J. L. Lumley, Phys. Fluids 10, 1880 {1967).

"'A. K. Gupta, J. Laufer, and R. E. Kaplan, J. Fluid Mech. 50, 493 (1971).

7?P. Bradshaw, D. H. Ferriss, and R. F. Johnson, J. Fluid Mech. 19, 591
(1964).

"*E. Mollo-Christensen, Trans ASME E., J. Appl. Mech. 89, 1 (1967).

A. R. Clark, Ph.D. thesis, University of Houston, 1979.

"*A.R.Clark and A. K. M. F. Hussain, in Turbulent Shear Flows (Imperial
College, London, 1979}, p. 2.30.

3. C. Lau, M. J. Fisher, and H. V. Fuchs, J. Sound Vib. 22, 379 {1972).

"7A. Michalke and H. V. Fuchs, J. Fluid Mech. 70, 179 (1975).

"R. R. Armstrong, AIAA J. 19, 677 (1981).

°P. Bradshaw (private communication, 1980).

Ry L. Lumley, Stochastic Tools in Turbulence (Academic, New York,
1970}.

*'H. Tennekes and J. L. Lumley, A First Course in Turbulence (MIT Press,
Cambridge, 1972).

%2A. J. Yule, Lect. Notes Phys. 136, 188 (1980).

%R. C. Chanaud and A. Powell, J. Acoust. Soc. Am. 37, 902 (1965).

%K. Karamcheti, A. E. Bauer, W. L. Shields, G. R. Stegen, and J. Woolley,
NASA Report No. SP-207, 1969, p. 207.

*SN. Curle, Proc. R. Soc. London Ser. A 216, 412 {1953).

“*A. Powell, J. Acoust. Soc. Am. 33, 4 (1961).

*TA. K. M. F. Hussain and K. B. M. Q. Zaman, J. Fluid Mech. 87, 349
(1978).

*D. Rockwell and E. Naudascher, Ann. Rev. Fluid Mech. 11, 67 (1979).

“E. Rockwell and C. Knisley, J. Fluid Mech. 93, 413 {1979).

“W. G. Hill and P. R. Greene, J. Fluids Eng. 99, 520 (1977).

“'"M. A. Z. Hasan and A. K. M. F. Hussain, J. Fluid Mech. 115, 59 (1982).

“2A. K. M. F. Hussain and M. A. Z. Hasan, J. Fluid Mech. 134, 431 (1983).

“}C. M. Ho and N. S. Nossier, J. Fluid Mech. 105, 119 (1981).

‘M. A. Z. Hasan, O. Islam, and A. K. M. F. Hussain, AIAA J. (to appear).

“3A. A. Townsend, J. Fluid Mech. 95, 515 (1979).

9¢]. C. Mumford, J. Fluid Mech. 118, 241 {1982).

“71. Wygnanski and F. H. Champagne, J. Fluid Mech. 59, 281 (1973).

°¥]. Wyngnanski, M. Sokolov, and D. Friedman, J. Fluid Mech. 69, 283
(1975).

%J. C. Stettler and A. K. M. F. Hussain, Report FM-19, University of
Houston, 1983.

19D, E. Coles, J. Fluid Mech. 21, 385 (1965).

19IC. W. Van Atta, J. Fluid Mech. 28, 495 (1966).

"“D. E. Coles and C. W. Van Atta, AIAA J. 4, 1696 (1966).

'"'E. L. Koschmieder, J. Fluid Mech. 93, 515 {1979].

'™J. C. R. Hunt (private communication, 1982).

'SP, G. Drazin and W. Reid, Hydrodynamic Stability (Cambridge U. P.,

Cambridge, 1981).

'"*W. C. Reynolds, J. Fluid Mech. 54, 481 (1972).

'7P. M. Bevilaqua and P. S. Lykoudis, J. Fluid Mech. 89, 589 (1978).

'%8S. Taneda, J. Phys. Soc. Jpn. 14, 843 (1959).

94 K. M. F. Hussain and K. B. M. Q. Zaman, University of Houston,

Report FM-14,, 1982.

''OP. Bradshaw, J. Fluid Mech. 26 225 (1966).

'"MA K. M. F. Hussain and M. F. Zedan, Phys. Fluids 21, 1100 {1978).

'?R. G. Batt, AIAA J. 13, 245 (1975).

""“H. W. Liepmann and J. Laufer, NACA Report No. TN-1257, 1947.

''*I. Wygnanski and H. E. Fiedler, J. Fluid Mech. 41, 327 (1970}.

"SA. K. M. F. Hussain and M. F. Zedan, Phys. Fluids 21, 1475 (1978).

"'8] F. Foss, Turbulent Shear Flows {Pennsylvania State U. P., University

Park, 1977), p. 11.33.
7S F. Birch, Turbulent Shear Flows (Pennsylvania State U. P., University
Park, 1977), p: 16.10.

187 D. Hussain and A. K. M. F. Hussain, AIAA J. 17, 48 (1979).

19A K. M. F. Hussain and Z. D. Husain, AIAA J. 18, 1462 (1980).

1207 D. Husain, Ph.D. thesis, University of Houston, 1982.

2'D. E. Coles, Rand Corporation Report No. R-403PR, 1962.

1221 P. Purtell, P. S. Klebanoff, and F. T. Buckley, Phys. Fluids 24, 802

A. K. M. F. Hussain 2848

Downloaded 20 May 2008 to 128.178.144.79. Redistribution subject to AIP license or copyright; see http://pof.aip.org/pof/copyright.jsp



(1981).

237, K. M. F. Hussain and A. R. Clark, Phys. Fluids 20, 1416 {1977).

1248 J. Kleis and A. K. M. F, Hussain, Bull. Am. Phys. Soc. 24, 1132(1979).

125y, Kita, A. K. M. F. Hussain, and S. J. Kleis, Bull. Am. Phys. Soc. 24,
1144 (1980).

126A. K. M. F. Hussain, Ph.D. thesis, Stanford University, 1970.

127W. C. Reynolds and A. K. M. F. Hussain, J. Fluid Mech. 54, 263 (1972).

124B. Cantwell and D. E. Coles (private communication, 1978).

129A, K. M. F. Hussain, in Cardiovascular Flow Dynamics and Measure-
ments, edited by N. H. C. Hwang and N. Norman (U. Park P., Baltimore,
1977), p. 541.

3D, E. Coles and S. J. Barker, in Turbulent Mixing in Nonreactive and
Reactive Flows, edited by S. N. B. Murthy (Plenum, New York, 1975), p.
285.

"*'1. Wygnanski, M. Sokolov, and D. Friedman, J. Fluid Mech. 78, 785
(1976).

1328 J. Cantwell, D. E. Coles, and P. E. Dimotakis, J. Fluid Mech. 87, 641
(1978).

13A, K. M. F. Hussain, S. J. Kleis, and M. Sokolov, J. Fluid Mech. 98, 97
(1980},

34F K. Browand and T. R. Troutt, J. Fluid Mech. 97, 771 {1980).

IR, G. Batt, J. Fluid Mech. 82, 53 (1978).

136N. K. Pui and L. S. Gartshore, J. Fluid Mech. 91, 111 (1978).

'37D. H. Wood and P. Bradshaw, J. Fluid Mech. (to appear).

13R. F. Blackwelder, Phys. Fluids Suppl. 20, $232 (1977).

"3°A.J. Yule, in Turbulent Shear Flows (Imperial College, London, 1979), p.
7.1.

"9K. B. M. Q. Zaman and A. K. M. F. Hussain, University of Houston
Report No. FM-13, 1982.

'“"H. H. Bruun, J. Fluid Mech. 64, 775 (1977).

"YH. H. Bruun, Proc. R. Soc. London Ser. A 367, 193 {1979},

'3S. Rajagopalan and R. A. Antonia, J. Fluid Mech. 105, 261 (1981).

'44]. C. Lauy, Proc. R. Soc. London Ser. A 268, 547 (1979).

'*>M. Sokolov, A. K. M. F. Hussain, S. J. Kleis, and Z. D. Husain, J. Fluid
Mech. 98, 65 (1980).

'46M. Zilberman, 1. Wygnanski, and R. E. Kaplan, Phys. Fluids Suppl. 20,
$258 (1977).

'“7H. S. Husain, Ph.D. thesis, University of Houston (in progress).

148]. Tso, Ph.D. thesis, Johns Hopkins University (research done at Univer-
sity of Houston).

5A. K. M. F. Hussain and K. B. M. Q. Zaman, J. Fluid Mech. 110, 39
(1981).

150C. C. Lin, Q. Appl. Math. 18, 295 (1953).

1513, L. Lumley, Phys. Fluids 8, 1056 (1965).

52M. J. Fisher and P. O. A. L. Davies, J. Fluid Mech. 18, 97 (1964).

'3G. Heskestad, J. Appl. Mech. 87, 735 (1965).

134F. H. Champagne, J. Fluid Mech. 86, 67 (1978).

'33J. C. Wyngaard and S. F. Clifford, J. Atmos. Sci. 34, 922 (1977).

'36R. A. Antonia, A. J. Chambers, and N. Phan-Thien, J. Fluid Mech. 100,
193 (1980).

7K. B. M. Q. Zaman and A. K. M. F. Hussain, J. Fluid Mech. 112, 379
(1981). ,

158K. B. M. Q. Zaman and A. K. M. F. Hussain, Turbulent Shear Flows
(Pennsylvania State U. P., University Park, 1977), p. 11.23.

'*°K. B. M. Q. Zaman and A. K. M. F. Hussain, J. Fluid Mech. 101, 449

'9C. M. Ho and N. Huang, J. Fluid. Mech. 119, 443 {1982).

11'W. W. Willmarth, Adv. Appl. Mech. 15, 159 (1975).

1927 Dinkelacker, M. Hessel, G. A. E. Meier, and G. Schewe, Phys. Fluids
Suppl. 20, $216 (1977).

'**W. W. Willmarth and T. J. Bogar, Physics Fluids Suppl. 20, S9 {1977},

'*R. Falco, Symposium on Turbulence (U. of Missouri, Rolla, 1979), p. 1.

'“>A. E. Perry and M. S. Chong, J. Fluid Mech. 119, 173 (1982).

1%W. W. Willmarth and S. S. Lu, J. Fluid Mech. 55, 481 (1971).

1978, S. Lu and W. W. Willmarth, J. Fluid Mech. 60, 481 (1973).

'SR. A. Antonia, Phys. Fluids 15, 1869 (1972).

'A. K. Gupta and R. E. Kaplan, Phys. Fluids 15, 981 (1972).

'79J. M. Wallace, H. Eckelmann, and R. S. Brodkey, J. Fluid Mech. 54, 39
(1972).

'7'R. S. Brodkey, J. M. Wallace, and H. Eckelmann, J. Fluid Mech. 63, 209
(1974).

'”2M. Nishioka, M. Asai, and S. lida, in Transition and Turbulence edited
by R. E. Meyer (Academic, New York, 1981}, p. 113,

'R. F. Blackwelder and R. E. Kaplan, J. Fluid Mech. 76, 89 (1976).

'7P. 8. Klebanoff (private communication, 1980).

'"*F. N. Frenkiel and P. S. Klebanoff, Phys. Fluids 16, 725 (1973).

2849 Phys. Fluids, Vol. 26, No. 10, October 1983

17A, E. Perry, T. T. Lim, and E. W. Teh, J. Fluid Mech. 104, 387 (1981).
77T, Theodorsen, in Proceedings of the 2nd Midwestern Mechanical Con-
ference (Ohio State U., Columbus, 1952), p. 1.
178p, 8. Klebanoff, K. D. Tidstrom, and L. M. Sargent, J. Fluid Mech. 12, 1
(1962).
'79T. J. Black, NASA Report No. CR-888, 1968.
'0G. R. Offen and S. J. Kline, J. Fluid Mech. 70, 209 (1975).
811, 8. G. Kovasznay, V. Kibens, and R. F. Blackwelder, J. Fluid Mech.
41, 283 (1970).
182G, L. Brown and A. S. W. Thomas, Phys. Fluids Suppl. 20, $243 (1977).
'¥3R. Falco, Phys. Fluids Suppl. 20, S214 (1977).
1A J. Grass, J. Fluid Mech. 50, 223 (1971).
85K, N. Rao, R. Narasimha, and M. A. Badri Narayanan, J. Fluid Mech.
38, 339 (1971},
"6H. T. Kim, 8. J. Kline, and W. C. Reynolds, J. Fluid Mech. 50, 133
(1971).
187, Laufer and M. A. Badri Narayanan, Phys. Fluids 14, 182 (1971).
'8M. A. Badri Narayanan and J. Marvin, in Lehigh Workshop on Coherent
Structure in Turbulent Boundary Layers, edited by C. R. Smith and D. E.
Abbott (Lehigh U., Bethlehem, PA, 1978), p. 380.
'89] . Sabot and G. Comte-Bellot, J. Fluid Mech. 74, 767 (1976).
¢, R. Smith, see Ref. 188, p. 48.
91y, Zakkay, V. Barra, and C. R. Wang, see Ref. 188, p. 387.
'92R . F. Blackwelder and J. H. Haritonidis, Bull. Am. Phys. Soc. Ser. II 25,
1094 (1980},
931, K. Sharma and W. W. Willmarth, Bull. Am. Phys. Soc. Ser. II 25,
1075 (1980).
19%4R. Narasimha and K. R. Sreenivasan, Adv. Appl. Mech. 19, 221 {1979).
'M. A. Badri Narayanan, S. Rajagopalan, and R. Narasimha, J. Fluid
Mech. 80, 237 (1977).
1968. Rajagopalan and R. A. Antonia, Phys. Fluids 23, 1101 {1980).
!97K. K. Sirkar and T. J. Hanratty, J. Fluid Mech. 44, 589 (1970).
'%R. F. Blackwelder and H. Eckelmann, J. Fluid Mech. 94, 577 (1979).
'D. K. Oldaker and W. G. Tiederman, Phys. Fluids Suppl. 20, S133
(1977).
21, W. Carr, in Unsteady Turbulent Shear Flows, edited by R. Michel, J.
Cousteix, and R. Houdeville (Springer-Verlag, Berlin, 1981, p. 3.
20'P, G. Parikh, W. C. Reynolds, R. Jayaraman, and L. W. Carr, See Ref.
200, p. 35.
*R. L. Simpson, B. G. Shivaprasad, and Y.-T. Chew, see Ref. 200, p. 109.
**T. Mizushina, T. Maruyama, and H. Hirasawa, J. Chem. Eng. Jpn. 8, 3
(1975).
*™K. Yajnik and M. Acharya, Lect. Notes Phys. 75, 249 (1977).
205§, N. Hefner, L. M. Weinstein, and D. M. Bushnell, in Viscous Flow Drag
Reduction, edited by G. R. Hough (AIAA, Dallas, TX, 1980), p. 110.
28T C. Corke, Y. Guezennec, and H. M. Nagib, see Ref. 205, p. 128.
2R, Narasimha (private communication, 1982).
28A. Michalke, J. Fluid Mech. 23, 521 {1965).
2P. Freymuth, J. Fluid Mech. 25, 683 (1966).
2R, W. Miksad, J. Fluid Mech. 56, 695 (1972).
3'D. G. Crighton and M. Gaster, J. Fluid Mech. 77, 397 (1976).
212§, Widnall, Ann. Rev. Fluid Mech. 7, 141 (1976).
21’P. G. Saffman, J. Fluid Mech. 84, 625 (1978).
2P, 0. A. L. Davies and D. R. J. Baxter, Lect. Notes Phys. 75, 125 (1978).
213G, K. Batchelor and A. E. Gill, J. Fluid Mech. 14, 529 (1962).
21°G. E. Mattingly and C. C. Chang, J. Fluid Mech. 685, 541 (1974).
217A. Michalke and H. V. Fuchs, J. Fluid Mech. 70, 179 (1975).
2!¥R. A. Petersen, J. Fluid Mech. 89, 469 (1978).
*IR. E. Drubka and H. M. Nagib, Illinois Institute of Technology Fluid
and Heat Transfer Report No. R81-2, 1981.
2"Y. Y. Chan, Phys. Fluids 17, 46 (1974).
1S, J. Kleis, A. K. M. F. Hussain, and M. Sokolov, J. Fluid Mech. 111, 87
(1981).
222C. J. Moore, J. Fluid Mech. 80, 321 (1977).
?23Z. D. Husain and A. K. M. F. Hussain, AIAA J. (to appear).
224y, Kibens, AIAA J. 18 434 (1980).
25D, G. Crighton, J. Fluid Mech. 106, 261 (1981).
226D, Bechert and E. Pfizenmaier, J. Sound Vib. 143, 581 (1975).
227R. R. Armstrong, A. Michalke, and H. V. Fuchs, AIAA J. 15, 1011
(1977).
Z2%C. Dahan, G. Elias, J. Maulard, and M. Perulli, J. Sound Vib. 59, 313
(1978).
229D, Juvé, M. Sunyach, and G. Comte-Bellot, J. Sound Vib. 71, 319 (1980).
230C, K. W. Tam and P. J. Morris, J. Fluid Mech. 98, 349 (1980).
1. T. C. Liu, J. Fluid Mech. 62, 437 (1974).

A K. M. F. Hussain 2848

Downloaded 20 May 2008 to 128.178.144.79. Redistribution subject to AIP license or copyright; see http://pof.aip.org/pof/copyright.jsp



*2R. Mankbadi and J. T. C. Liu, Phil. Trans. R. Soc. A 298, 541 (1980).

23K, K. Ahuja, J. Lepicovsky, C. K. W. Tam, P. J. Morris, and R. H. Bur-
rin, NASA Report No. CR-3538, 1982.

2], Laufer, Invited Lecture, American Physical Society/Division of Fluid
Dynamics Annual Meeting, Yale University, New Haven, CT, 1973.
23, E. Ffwocs-Williams and A. J. Kempton, J. Fluid Mech. 84, 673 {1978).

3¢A. K. M. F. Hussain and K. B. M. Q. Zaman, see Ref. 200, p. 390.

27W. T. Chu and R. E. Kaplan, J. Acoust. Soc. Am. 59, 1268 (1976).

%P, E. Dimotakis and G. L. Brown, J. Fluid Mech. 78, 535 (1976).

**V. Kibens, McDonnel-Douglas Reserach Laboratories Report MDRL
81-12, 1980.

%A, K. M. F. Hussain and K. B. M. Q. Zaman, in Proceedings of the 3rd
Interagency Symposium on University Research in Transportation Noise
(U. of Utah, Salt Lake City, 1975}, p. 314.

Y. V. Vlasov and A. S. Ginevskiy, NASA Report No. TTF-15, 1974, p.
721.

*2D. Oster and I. Wygnanski, J. Fluid Mech. 123, 91 (1982).

*3E. Pfizenmaier, Doktor-Ingenieur thesis, Technische Universitaet Ber-
lin, 1973.

D. Rockwell and A. Schaechenmann, J. Fluid Mech. 117, 425 (1982).

345M, Nallasamy and A. K. M. F. Hussain, Bull. Am. Phys. Soc. 27 1178
(1982).

24M. Sokolov, S. J. Kleis, and A. K. M. F. Hussain, AIAA J. 19, 1000
(1981).

2475 J. Kleis and A. K. M. F. Hussain, Bull. Am. Phys. Soc. Ser. II 25, 1070
(1980).

%A, K. M. F. Hussain and C. A. Thompson, J. Fluid Mech. 100, 397
(1980).

*9H. Sato, J. Fluid Mech. 7, 53 (1960).

*S0H, Sato and F. Sakao, J. Fluid Mech. 20, 337 (1964).

*!G. E. Mattingly and W. O. Criminale, Phys. Fluids 14, 2258 (1971).

2G5, S. Beavers and T. A. Wilson, J. Fluid Mech. 44, 97 (1970).

33D, 0. Rockwell and W. O. Niccolls, J. Basic Eng. 94, 720 (1972).

*34W. C. Reynolds and E. E. Bouchard, in Unsteady Turbulent Shear Flows

2850 Phys. Fluids, Vol. 26, No. 10, October 1983

(Springer-Verlag, Berlin, 1981}, p. 402.

2%SH. A. Becker and T. A. Massaro, J. Fluid Mech. 31, 435 (1968).

2¢N. K. Tutu and R. Chevray, J. Fluid Mech. 71, 785 (1975).

2SR, Chevray and N. K. Tutu, Rev. Sci. Instrum. 43, 1417 (1972).

2%¥R. A. Antonia, A. J. Chambers, and A. K. M. F. Hussain, Phys. Fluids
23, 871 {1980).

3], Tso, L. S. G. Kovasznay, and A. K. M. F. Hussain, J. Fluids Eng. 103,
503 (1981},

2D, J. Shlien and A. K. M. F. Hussain, J. Flow Vis. Soc. Jpn. 2, 189 (1982).

261M, K. Moallemi and V. W. Goldschmidt, Mechanical Engineering Re-
port No. 8, Purdue University, 1981.

262G, 1. Taylor, Proc. R. Soc. London Ser. A 164, 476 {1938).

2637 Favre, J. Gaviglio, and R. Dumas, Proceedings of the 8th International
Congress on Applied Mechanics, Istanbul, 1952, p. 304.

264F_ N. Frenkiel and P. S. Klebanoff, in Dynamics of Fluids and Plasmas,
edited by S. I. Pai, 1966, p. 257.

265G, Comte-Bellot and S. Corrsin, J. Fluid Mech. 48, 273 (1971).

260F. J. Gifford, Mon. Weath. Rev. 83, 293 (1955).

2%7C. Beguier, F. Giralt, L. Fulachier, and J. F. Keffer, Lect. Notes Phys. 76,
22 (1978).

268K . Hanjalic and B. E. Launder, J. Fluid Mech. 51, 301 {1972).

2] O. Hinze, Turbulence (McGraw-Hill, New York, 1976).

2", Wygnanski, D. Oster, and H. Fiedler, Turbulent Shear Flows (Imperial
College, London, 1979), p. 812.

*"'ALE. Perry, T. T. Lim, and M. S. Chong, J. Fluid Mech. 101, 243 {1980).

*2A. N. Kolmogorov, J. Fluid Mech. 13, 82 (1962).

213A. M. Obukhov, J. Fluid Mech. 13, 77 (1962).

*7A.S. Monin and A. M. Yaglom, Statistical Fluid Mechanics (MIT, Cam-
bridge, 1975}, Vol. 2.

758, H. Davis, Ann. Rev. Fluid Mech. 8, 57 (1976).

276C. S. Yih, J. Fluid Mech. 31, 732 (1968).

*7C. E. Grosch and H. Salwen, J. Fluid Mech. 34 177 (1968).

*8C. H. von Kerczek, J. Fluid Mech. 116, 91 (1982).

A. K. M. F. Hussain 2850

Downloaded 20 May 2008 to 128.178.144.79. Redistribution subject to AIP license or copyright; see http://pof.aip.org/pof/copyright.jsp



